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The Director General Maritime Egineering and Maintenance (DGME4) is
pleased to present the Proceedings of the Sixth Ship Control System
Symposium held at the Chateau LaurierAational Conference Centre complex in
Ottawa, Canada, 26-30 October 1981. This is the sixth in a series of sympo-
sia on ship control systems. The First Ship Control Systems Symposium was
convened in 1966.

The technical papers presented at the Symposium and published in
these proceedings cover the entire spectrum of ship control systems and
provide an insight into technological developments which are continuously
offering the ship control system designer new options in addressing the
complex man/machine operation. The microprocessor and its apparently
unlimited development potential in future digital, distributed control
system appears ready to reshape the conventional concepts now so familiar
in control system designs. There are many concerns that the advantages of
the new technologies will be negated by the inability of training systems to
graduate technicians who can adequately cope with these new systems.

The response to "Call For Papers" was outstanding and the papers
selection committee constrained by the time available for presentations, was
hard pressed to make their final selections from the many fine abstracts
submitted. The final papers represent a unique international flavour which
includes authors from every facet of the ship control system community. 7he
final program is a balance of both theoretical and practical control system
papers.

These Proceedings constitute the major record of the Sixth Ship
Control System Symposium. The contents indicate the success of the
Symposium and provide some insight into the effort that was required to
ensure this success. The Symposium organizing committee, advisory groups,
publications branch, authors, session chairmen, international coordinators,
clerical and administrative personnel, and management all provided positive
and cooperative support to the many tasks that had to be performed in
organizing and presenting the Symposium.

This Symposium has continued to explore and present a number of
specific aspects of ship control system and undoubtly the next symposium
will include new concepts and ideas which were unavailable for this
Symposium. As in the past, we hope these Proceedings become a source docu-
ment on ship control along with the previous proceedings. It is our hope
that the Smosium has provided stimulation to those who will continue to
advance this technical field.

Bruce H. Baxter
General Chairman
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Technical Chairman
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PROPULSION AND AUXILIARIES SECONDARY SURVEILLANCE
SYSTEM (PASS) - A COMPREHENSIVE SURVEILLANCE
SYSTEM FOR FUTURE GENERATION ROYAL NAVY WARSHIPS

by Lt. Cdr. B. Semke, RN, and
IA.W. MacDonald, Y-ARD LTD.

i INTRODUCTION

The following paper describes the development of a computer-based
machinery surveillance system for future warships of the Royal Navy, in terms
of the UK Ministry of Defence work in evolving the system requirements, and
the implementation of these requirements by MOD's consultants, Y-ARD LTD..

S in the early stages of development.

BACKGROUND

In the 1950s the RN began to design ships with Machinery Control Rooms
(MCRs) which provided for the centralised control and surveillance of steam
propulsion machinery and related auxiliary systems. This trend towards
unmanned machinery spaces provided the necessary protection from the hazards
of nuclear, biological and chemical contamination as well as enabling reductions
in the watchkeeping team. Conditions on watch improved but, apart from the
extra remote controls, the watchkeepers saw little change in the type of
surveillance offered; this being primarily by analogue gauges. Some further
increases in the level of automation of these steam plants, using more pneumatic
controls, were developed, but by then new propulsion systems had arrived.

The introduction of gas turbines into RN warship designs, in the ]ate
1960s, together with controllable pitch propellers (CPP), brought a further
increase in the level of both automatic and co-ordinated controls. These control
systems were based on frequency analogue electronics and, after early problems.
have proved to be very reliable. Development of the centralised control and
surveillance philosophy also saw the introduction of the Ship Control Centre
(SCC) where control and surveillance of most of the ship's machinery aid
systems was carried out by an even smaller watchkeeping team. Figure 1
shows how far we have come in reducing our watchkeeping teams.

Surveillance was now moving slowly away from analogue gauges and being
enhanced by a rationalised alarms/warnings system, Decca Isis, which also
provided a limited logging facility. The importance of "systems understanding"
was being perceived and yet these techniques oi surveillance in the SCC were
not making the operating task as easy for the watchkeepers as perhaps it could
have been. Improvements in the effectiveness of watchkeepers, however, and
even further reductions in their numbers and skill level, demanded rather more
than just more automation. The result was that MOD instituted a detailed study
into the whole question of future technologies and the relationship between
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automation and manning. The Machinery Control and Surveillance (MC and S)
research programme (Reference 1) began in 1975 and now, some 6 years later,
MOD's developments are largely based on the recommendations of these studies.

T14E NEW DESIGN CONCEPT

During the MC and S research programme the concept of a surveillance
system separate from the machinery console was recommended for surface
warships. This concept was already being developed for future submarine
control rooms and the two developments now maintain a close liaison. This was
made possible by the factthat MOD's long-standing consultants, Y-ARD LTD. of
Glasgow, Scotland, were deeply involved from the outset in both contracts, and
have been responsible for thc implementation of both prototype systems.

The concept first recognised that there was a considerable proportion of
the SCC console devoted to surveillance which the operator had little need to
be concerned with for the majority of his time on watch. It had the effect of
needlessly complicating the task of the operator and thereby contributed to
higher skill levels of personnel being required. In addition there was a growing
requirement for more sophisticated surveillance information, particularly in
the nuclear field, but also, with the growth of condition and performance
monitoring techniques, on other plants and systems. Finally there was a
continuing need to record data, which inevitably absorbed much time and effort
on the watchkeeper's part.

The solution, in both surface and submarinc systems, was seen to be a
computer-based surveillance system using visual display units (VDUs) as the
operator interface. In both cases this secondary system was to be a complement
to the primary system, which still included the controls,the alarms/warnings
indications and some console surveillance. The actual implementation obviously
diverged although there remains a considerable degree of commonality between
them, especially in the software.

The surface ship system, known as the Propulsion and Auxiliaries
Secondary Surveillance System (PASS), assumes two fundamental definitions

(a) Primary Surveillance includes those parameters which are
essential for the safe control and management of plant and
systems at any of the operating positions. This, therefore,
includes all alarms/warnings, indications and gauges mounted
on the console, with the means for effecting control (e.g. levers,
pushbuttons, etc. ). These facilities are included in the Digital
Propulsion Control (Demonstrator) system. (Reference 2).

(b) Secondary Surveillance provides for the monitoring of all
parameters necessary for use by either operator or maintainer.
It will provide more detailed information on plant and system
state, including derived parameters, displaying them via the
VDUs, in a more meaningful and more easily-assimilated form
than in previous systems.
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By dividing the total surveillance requirements in this way it will be
possible to assist the operator in the safe monitoring of systems and the
maintainer in his fault diagnosis and maintenance planning. The additional
benefits of automated data logging will accrue to both the ship and the shore
authorities who process the information.

* Development Programme

The programme for development of this system is divided into several
stages in order to provide good control of progress and cost. It has also enabled
the development to remain largely independent of long term ship programmes,
which is particularly useful when very tight financial controls are being applied
and these long term plans are very fluid.

Stage 1 is basically a conceptual prototype stage, in which the system
structure, in both hardware and software terms, is established, general ideas
are proven, and the display formats for main propulsion machinery are
evaluated. The basis for the application software is a fictional Reference
Ship which is typical of the warships currently under consideration but which
is not subject to regular changes during the early ship design stages.

Stage 2 will consist of further detailed definition of surveillance
requirements, particularly for auxiliary machinery, the development of
applications software to satisfy these requirements, and the definition of the
target hardware required to satisfy both performance and environmental
constraints of the shipboard application. The timing of this Stage, in relation
to the ship programme, is such that the level of ship definition is sufficient to
begin software definition but is not final. This will allow some interaction and
discussion between ship requirements and PASS system facilities.

It is envisaged that a major subcontractor will be involved in the system
development during this stage, and that this subcontractor will later become
the main contractor responsible for the production, installation and support of
shipboard systems.

Stage 3 and beyond will provide for the transfer of the core (executive)
software to the target hardware, the production of the application software and
the total system integration and evaluation ashore prior to first of class
installation. This pre-production system will remain ashore to provide a
facility for production and evaluation of modifications and to support and control
the issue of all software in service.

The Prototype System - Concepts

It was recognised, during the preliminary work leading up to the decision
to develop PASS, that the lifetime being projected for the system would be
likely to span a number of changes in computer architecture and electronic
hardware technology. Consequently, the decision was taken, fundamental to the
system structure, that the software should be readily transportable, i. e. as
independent of the hardware as possible. The detailed requirements of the
operator and maintainer were to be implemented in application software,
together with the necessary core software to operate the system, access and
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calculate data and interface to the various peripherals. Software standards and
controls were to be of paramount importance from the outset because of the
need to support and modify the software for many years to come, and the use of
high level language (CORAL 66) and modular programme construction (MASCOT)
was specified, (see Reference 3).

This approach paralleled that taken for the Digital Propulsion Control
system, and as a result of this the same structure was adopted for the executive
software of the PASS system as for the primary control system. The similarity
of the interprocessor communication structures in turn allowed the use of Plant
Control Units (part of the primary control system) as data sources for
secondary surveillance of the propulsion plant. It should be borne in mind that
secondary surveillance includes most of the parameters required for primary
control and surveillance, presenting them in different formats to suit the
different user requirements. It follows, therefore, that digital control systems
for other items of ship machinery could readily interface to PASS, provided that
compatibility of software structures and data communications is maintained.

An immediate effect of this approach to the software structure was to
allow the selection of commercial grade, readily available, hardware for
implementation of the prototype system, with minimum effort involved at a
later stage in transfer to different hardware. The equipnent for this stage of
the project was selected from the Digital Equipment Corp6ration (DEC) PDP11
series, since this equipment is widely used and understood, and entailed
relatively low cost and low development risk for system evaluation.

One of the major objectives in the development of PASS is to maximise the
commonality of hardware with other ship systems, to achieve the benefits of
increased production volume, minimised on-board spares holding, and reduced
diversity of skills for on -board maintenance. To this end units required for
data acquisition from ship plant not equipped with compatible digital control
systems will be based on the hardware of the Demonstrator Plant Control Units
of the digital propulsion control system.

Since the prototype system was based on the Reference Ship mentioned
earlier, a further contribution to cost minimisation was achieved by implementing
system facilities with a representative selection of parameters rather than the
full complement to be expected in a real ship application. This allowed
reduction of equipment costs and software production costs. However, if this
approach to the early stages of system development is adopted, it is essential
to incorporate a test phase which will exercise the system to the fullest extent
in terms of sizing and speed so that possible areas of difficulty in a full scale
system may be identified and eliminated.

Features

The particular facilities to be made available to the operator and
maintainer in the prototype system were :

(a) Parameter pages displaying information on each plant and
system via the VDU e. g. all pressures and temperatures in
the lub oil system with a simple system schematic.
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(b) History pages on the VDU giving individual parameter information
over a specified period e. g. parameter readings over the last
hour of operation.

(c) Logging facility, operating both automatically and on demand,
outputting via the printer, the VDU or the portable data storage.

(d) Maintainer-assist pages providing any calculated data, including
hours run, number of starts, trend graphs and performance
calculations displayed on VDU.

The basic page type is the parameter page (Figure 2) which displays the
current values, as sampled at I second intervals, of the main parameters
associated with a particular item, or section of an item of ship machinery.
Analogue bar-graph elements are used to facilitate the rapid appreciation of
the general trend of plant behaviour, with a digital display of the current value
under each bar-graph. A simplified schematic of the plant is used to indicate
the positions of, and relationships amongst, the measured parameters.

Parameter pages generally also include reference parameters which are
typically those of which most other parameters are a function. These are
repeated oi the various pages of each plant item, for example, the gearbox
parameter pages all display the current value of shaft speed, variation of which
affects most other significant gearbox parameters. In this case shaft speed is,
in fact, an inferred measure of the true dominant variable, power.

Provision is also made on parameter pages for the display, in digital
form, of the current values of selected parameters from a like piece of
machinery e.g. the starboard gearbox parameter pages on a system destined

F for a two-shaft ship will include selected corresponding parameters from the
port gearbox, and vice-versa. This allows correlation of trends, and is
intended to promote the early detection of performance degradation in the plant
concerned.

History pages, as the name implies, provide a window into the past
behaviour of a parameter. In their current form, as shown in Figure S,
histories display sixty samples of parameter value on a rolling basis, i.e. as
each new sample is added, the earliest oi 6- preceding sixty samples is deleted.
Most histories in the prototype system have a timebase of thirty minuts, and
consequently the sampling interval is thirty seconds. Each history sample value
is obtained by digital filtering of the values measured at the basic one second
intervals.

The history facility allows an 'after-the event' assessment of conditions
leading up to an incident which may have required corrective action via the
control and primary surveillance system. This capability is a significant
enhancement over the level of plant surveillance attainable with earlier 'gauge-
and-panel' approach to the task.

The Logging facility is extensive, incorporating both automatic and demand
loggir' Automatic Logs are initiated eliher by time signals to give periodic
logs, . g. one-hourly, four-hourly, or twenty-four-hourly, or by the occurrence
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of an alarm condition on one of a number of pre-selected parameters to give
incident logs. The periodic logs comprise groups of parameters to provide
plant state overviews appropriate to the frequency of the log, while incident logs
consist of parameters grouped according to their significance for a particular
plant, the whole group being logged when any one of the parameters triggers
the incident log.

Demand logs are initiated by request of the operator/maintainer, and
effectively provide a 'note-pad' on which anything unusual in the way of
parameter values may be recorded for further examination.

The logging fac-lity calls into play peripherals additional to the display
unit. The normal log output for onboard useis hard-copy via the printer,
providing the basis for watch hand-over reports as well as compiling a
performance record. The typical log output format is shown in Figure 4.
The capability also exists to record log data on an appropriate magnetic medium
to support automated onshore analysis of information.

The maintainer-assist facility provides an improved picture of plant
performance compared with traditional methods of surveillance, by accessing
parameters from a variety of sources, carrying out calculations with these
parameters and with co-efficients stored within the system, and generating
derived parameters for display. Typical derived parameters may include
power, specific fuel consumption .jid efficiency.

Some basic analysis capability is incorporated in the maintainer-assist
facility, at the present time in the form of life factor calculations on engine
usage, to provide a better indication of the need to change a unit. As further
methods of assessing plant life become available, it is hoped to incorporate
appropriate techniques into the system. It is not the intention to attempt the
eventual development of a system which will carry out all analysis and then
output maintenance instructions, but rather to find new ways of presenting
'pre-digested' information so that analysis by the user is simplified.

Details of the system contents are given in the form of index pages, and
access to the various facilities is obtained via hierarchical entry mechanism
consisting of a grouped structure of plant types. In most cases the route into
the system leads to a parameter page displaying the groun or individual
parameters of interest, and histories or demand logs are called up via the
parameter page.

Additional facilities to be investigated in the nextstageof the development
include :

(a) A dynamic data recording facility to supersede the system on
current ships. The present system utilises a UV recorder
to obtain traces of dynamic parameter variation (e. g. during
manoeuvres) and requires a tape recorder to extend its
capability.

(b) The technical feasibility of incorporating into the overall
system an onboard training simulator for the propulsion operator.

M 1-6



(c) The feasibility of producing a hard copy device attached to the
VDU, either as a replacement for the printer or a complement
to it.

IMPLEMENTATION

The system which provides the features described above consists primarily
of a number of software tasks distributed amongst various processors. These
processors, together with a range of peripherals, constitute the hardware of
the system.

Software

The software tasks may be conveniently classified as either core software,
which supports operation of the system, or applications software, which
generates the user facilities. The core software consists of tasks such as
Commap and Data Management, and these tasks, along with the operating
environment which they provide under a Mascot executive, are discussed in
Reference 4.

The applications software comprises the following main tasks;

(a) Data Assembly

(b) Logging

(c) History Recording

(d) Operator Interfacing

(e) Display Compilation and Servicing.

Each of these tasks will now be considered in turn.

Data Assembly, as the name implies, is concerned with the collection of
plant information from various sources, and the organisation of that information
to suit the requirements of the different user facilities, Although the data
sources export scaled and normalised values in the form of engineering units,
there are differences in the number formats as a result of the different
processors (see discussion under Hardware) and translation of these formats
is accomplished in the Data Assembly task. Also, a function of this task is
the calculation of derived parameter values. These may then be utilised by
facilities throughout the system exactly as any other parameter, with no special
requirements for further processing.

The Logging task is triggered by various stimuli, e. g. signals from the
ship's clock, and, in response, requests the values of the parameters appropriate
to the particular log, calls up the format details and routes data to the required
output device. Any conflicts arising from simultaneous demands for use of
the logging facility are dealt with according to a pre-defined priority table,
with temporary data storage being used to hold information for lower priority
logs awaiting use of, say, the printer.
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History Recording operates as an autonomous function which, on system
initialisationrequests continuous updates of the values of all parameters
designated as requiring histories. This task also implements the digital filter,
discussed under Features, to ensure that signals are effectively band-limited

and hence that aliasing errors are minimised. The sampled values are held
on mass storage ready for recall and display when requested by the system
user.

The Operator Interfacing task handles requests from the keyboard for
particular information, and co-ordinates the operation of the system to provide
user access, via the hierarchical entry mechanism, to the requested facility.
This task also echoes keyboard entries on the display, and allows the user to
correct any operator input errors before execution of the request.

The Display Compilation and Servicing task deals with the production of
system output to the display unit, compiling information about static elements
of the display from a number of sources in mass storage, and servicing the
display with dynamic information about current values of the parameters. These
data are passed via the graphics interpreter, which is an implementation of Webb
Graphics, to the display unit. This task comprises a number of overlayable
sub-systems, which are recovered from mass storage when a context change
is necessary.

The system software is written in standard Coral 66, and documented
according to the structure defined in Joint Services Publication (JSP) 188. This
approach was adopted to support the aim of producing long-lifetime, maintainable
software. A similarly structured format has been used for the documentation
of other aspects of the system design such as user requirements definition and
system hardware configuration.

Hardware

The main elements of the system hardware shown in Figure 5, are

(a) Plant Control Units (PCUs) and Data Acquisition Units (DAUs)

(b) Central Surveillance Unit (CSU)

(c) Display Processor (DP)

(d) Visual Display Unit (VDU)

(e) Data Communications Links (DCL)

(f) Mass Storage

(g) Printer

(h) Magnetic Tape Unit.

The following paragraphs will discuss the equipmen selected for implementation
of these elements at this stage of the development programme.

The PCUs are part of the digital propulsion control system (Demonstrator)
and are currently implemented with Ferranti FlOOL 16 bit microprocessors.
A prototype DAU is being developed as a parallel activity within the main PASS
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development programme, and to evaluate the portability of the software this
DAU is based on a DEC PDP 11/23 processor. The PCUs and DAUs constitute
the data sources for the PASS system, and in a ship application will be mounted
in machinery spaces, local to the plant.

The CSU comprises two processors, the Data Capture Processor and
Main Processor, based on a PDPI1/23 and a PDPlI/34 respectively. The
Display Processor(DP) is also based on a PDP11/23. Data Communications
Links (DCL) between the data sources and the Data Capture Processor, which
'front-ends' the CSU, are handled by serial digital links of the Ferranti Serial
Signalling System (S-Cubed) type. Othe inter-processor communications are
also handled by S-Cubed links which can provide an information transfer rate of
3M bit/see.

The capabilities of the 11/23 are required only for the Display Processor,

and the decision to use 11/23 machines for the Data Capture Processor and Data
Acquisition Unit was made primarily on the grounds of equipment commonality,
to reduce spares holding and simplify system support.

The mass storage device chosen for the system is a 4.8M byte Winchester
disc, selected with a view to providing a reasonably robust unit at low cost for
evaluation system purposes. The type of mass storage to be used for shipboard
application will depend upon the equipment policy to be adopted and the
availability of interfaces to suit the preferred processor type(s).

The remaining items of hardware are all system output devices; the
printer for hard-copy log output, the magnetic tape unit (cartridge type) for
shore analysis, and the VDU as the main user peripheral. The VDU used on
the system is an Interstate Electronics PD3000 gas plasma dot matrix panel,
with alphanumeric and graphic capability. This device was originally selected
for use on the submarine surveillance system programme and during the
development of that system proved to be a high-quality display facility.

Distribution

The presently envisaged distribution of the software tasks within the
processing power of the system is as follows :

(a) Data Capture Processor - the Data Assembly task runs in
this processor, under a bare MASCOT kernel.

(b) Main Processor - the Logging and History Recording tasks
run in this processor, under a MASCOT kernel hosted on a
DEC RSXlM operating system.

(c) Display Processor - the Display and Operator Interfacing
tasks run in this processor, under a MASCOT kernel hosted
on a DEC RSX11S operating system.

This distribution is based on the capabilities of the selected processors
and the present estimates of task sizes. Obviously changes in either of these
factors could require re-distribution, the likely change in processor power
when devices are selected for the shipboard application being an example. The
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stated aim of transportability of software is one of the prime reasons for using

a task-based software structure.

Evaluation

The evaluation exercise which will follow the completion of this stage of
the programme, will be aimed at assessing the performance of the system in
functional terms. Page formats, accessing methods and range of information
being displayed will be examined to determine their effectiveness in the
shipboard application and the findings of this examination will steer the future
development of the system.

CONCLUSIONS

This paper has described the way in which MOD and Y-ARD LTD. have
been developing PASS, a comprehensive surveillance system for future
generation Royal Navy warships. The aims of the system, in relation to the
current standards of surveillance, have been shown to be

(a) to reduce onboard manpower and/or skill level

(b) to improve operator effectiveness by assisting systems,
understanding

(c) to minimise through life costs by promoting commonality
and improving the flexibility of the initial design

(d) to provide a Maintainer Assist facility which will gather
together information, calculating parameters as necessary
from available data, and thereby ease the maintainers
workload

(e) to minimise operator training requirements by making the
PASS system as simple as possible to use.

Presently the project is nearing the end of Stage 1 of the 3 described.
This has involved developing sufficient software,running on commercially
available hardware, to prove the concept. Future work will be initiated
once PASS is approved for a specific ship. Both MOD and Y-ARD LTD. have
confidence that this development will provide a surveillance system highly
suitable for fitting in future Royal Navy surface ships.
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and R. Foulkes, Y-ARD LTD. (Paper to be presented at 6th Ship
Control Systems Symposium, Ottowa, 1981).
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PAGE 01

... ... DEVAND LOG ............ EPAN, LOG ............ DE'A34D LOG. .......... D

SHIP: RMS DEMONSTRATOR

SHIP DATE 17 03 81 SHIP TIME 1321

GM DATE 17 03 81 GM TIM 1321

KEYBOARD PARAMETER TITLE UNITS CURRENT STATUS LIMITING CONFIDENCE
REF NO VALUE VALUE LOW

06 01 01 Drain Tank Contents per cent 94.0 - 90.0 -
06 01 03 Drain Tank Temperature Deg C 78.0 High 75.0 -

,-7 06 01 05 GD Pump Discharge Pressure bar 2.8 - 1.8 -
06 01 06 fT Pump Discharce Pressure bar 0.0 LOW 1.8 -
06 01 07 1O Cooler Inlet Temperature Deg C 78.0 HIGH 75.0 -
06 01 08 r.O Cooler Outlet Temperature Deg C 51.3 - 60.0 -
06 01 09 LO Filter Differential Pressure bar 2.1 HIGH 0.5 x
06 01 10 Main Distribution Point Pressure bar 2.7 - 0.7
16 01 12 G Pump Statr- - ON -
06 01 13 MD Pump State - OFF

...... END OF LOG ..... ............ .END OF LOG. ...... ........... ENDOF LOG ..... ............ 

Figure 4 - Typical Log Fornat
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ABSTRACT

This paper examines the recent experience in the United States Navy where
automation has been introduced into new ship designs. While other attributes are
recognized in the introduction of automated shipboard systems, such as the ability
to respond more quickly in combat situations, the paper focuses on the effects of
automation upon ship manpower requirements. Specific examples are provided where
expected reductions in manning were not achieved in recent ship designs where auto-
mation was incorporated for that purpose. While the use of shipboard automation is
not without Its critics, the U.S. Fleet appears to have accepted the concept. User
feedback addresses the issues of reliability, the provisions for backup system,
the need for better qualified personnel and the concern about maintenance work-
load. The authors provide specific recommendations for improved guidance to ship
designers as a means of more effectively applying automation in the ship design
process.

INTRODOCTION

Continuous technological advances since World War II in equipment and ship
design have created a Navy different in character and requirements from the 'Old
Navy," wherein operational goals were accomplished with sheer manpower. New sys-
tems and equipment now theoretically require fewer operational personnel than did
their previous counterparts, but at the same time the need for more highly skilled
maintenance personnel is increasing. Thus, in many instances, a situation is cre-
ated where the combined operational and maintenance personnel demands of the new
equipment exceed those needed for the less complex equipment.

Unfortunately, the available national manpower pool of people in a military
age group is shrinking. This situation is further aggravated by inflation and by
the competing manpower demands of the civilian sector of our economy. Thus, the
increased manpower and skill requirements create an unacceptable situation for the
Navy. During the 1960s and early 1970s, the Navy and the naval ship designers
attempted to provide a solution to this problem through increased application of
shipboard automation.

For the purposes of this paper, automation will be defined as the replacement
of human supervision of machines and mechanized processes by automatic supervision.
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While it is recognized that automation brings other benefits to the ship design,
this paper limits its discussion to the effects of automation on manpower require-
ments.

In this paper, the authors will review the success that the ship designers
have had in utilizing automation to solve the manpower shortage problem, analyze
the present status of the automation concept, examine Fleet Acceptance of automa-
tion and draw some conclusions and recommendations for the future. A special
effort will be made to address the need for specific guidance on automation that
should be developed for the ship designers. This guidance should facilitate the
determination of the proper level of automation that would be acceptable to the
user and could be supported by available resources.

THE PRESENT STATUS OF AUTOMATION AND THE MANPOWER SHORTAGE

As mentioned before, during the last few decades new ship designs have been
pursued which seek to minimize the overall manning requirements through extensive
use of automation. The LHA-l, D0963, CQN-38, and the FPG-7 Class ships provide a
good example of this trend.

The designers did realize that these ships would require more highly skilled

individuals to operate and maintain them. At the same time, they thought that the
total number of personnel aboard would be reduced, alleviating the manpower short-
age problem. This goal, however, was never achieved. The total manning numbers
have remained approximately the same. The only change has been the increase in the
skill levels required.

During this era, the designers also attempted to pursue new design concepts
that would reduce the required ship manning to a level of a space capsule equiva-
lent. The Essential Manning Concept (ESNA) pursued in the early 1970s by NAVSIPS,
proclaimed that it was feasible to operate a destroyer with a crew of between 15 to
62 men depending on the level of automation involved. (') Another study, Project
Chameleon, (2) conducted by students of the U.S. Naval Academy, concluded that a
2000-long ton displacement destroyer could be designed for the post-1990 time frame
with a crew of 25 highly skilled individuals. Obviously, tremendous reliance had

to be placed on very advanced concepts of automation.

Some voices of caution warned that perhaps automation was not the ultimate
solution to the manpower Shortage since automation might require more skilled per-
sonnel. For example, Capt. C.A.L. Swanson, USN, in an address to the American
Society of Naval Engineers in 1972 cautioned that "...over-sophistication generally
leads to complexity with attendant poor reliability and excessive support require-

ments.'(3) In the long run, skilled individuals are more costly than the unskilled
personnel that they replace. In addition, requirements aboard a man-of-war for
battle conditions, such as damage control, had to be satisfied under any circum-
stances. For example, even though operational manming could be reduced by 15 to 25
men for a destroyer, to satisfy the minimum damage control requirements, another 25

men (or more) may be needed on the ship. Thus, the overall effect of the savings
due to automation would he nullified. In this case better savings could be achieved
with less automation and retention of selected manual functions. Of course, this
combination would have to be carefully evaluated during the ship design phases.

LT Robert A. Ortwan, USN, while completing his thesis for a postgraduate degree
in 1976, examined the question of reduced manning vis-a-vis our present capability
to automate ships. (4) Re concluded that a 120 to 160-man range provided the best

combination of personnel and equipment that would meet the requirements of an
improved FF 1052 type ocean escort (gas turbine propulsion with other highly auto-
mated features) with a low amount of acquisition risk. This range is about 108 to
148 men less than the 268 men called for in the 1976 Ship Manpower Document (END)
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for the original FF 1052 Class. To achieve this, automated propulsion control was
required, combat systems had to be integrated, reduced bridge manning introduced,
and gun anl missile system remained unmanned during wartime cruising conditions.
If fewer men were to be assigned, the ships would not be able to carry out all
aii-. ned missions. IT Ortman believes that manning with 15 to 25 men is unlikely
t, become reality within the next decade or two. Rather, a gradual approach to
"crew reduction* efforts should be taken.

Looking at actual results achieved, we can observe that the general trend has
been towards an increase in crew size rather than a decrease. Table I illustrates
this trend by depicting the initial design manpower estimates for some new ship
classes and also showing the latest manning requirements for the same ships. Each
class demonstrates an Increase in the manpower requirements. This growth varies
between 4.7 to 30.5% (00963). Thus, one may ask, what did happen to our antici-
pated reductions? They seem to have disappeared.

Table 1. New Ship Manpower Requirements.

Final Design Estimates (Date) Actual Manning I
SNIP CLASS OFF ENLISTED TOTAL OFF ENLISTED TOTAL IERzASE

OGN-38 27 445 472(3/76) 28 507 535(7/79) 13.3

CG-47 20 275 295(12/75) 23 319 342(3/81) 16.0

LHA-l 50 681 731(7/74) 51 837 868(3/78) 21.5

DO963* 18 224 242(5/76) 19 297 316(6/81) 30.5

DD993* 30** 287** 317**(1/79) 20 312 332(3/80) 4.7

FPG-7* 10 148 158(12/72) 12 180 192(8/80) 21.5

w/o LAMPS Detachment
* Imperial Iranian Navy (IIN)

The following facts seem to have contributed ;:eatly to the overall manpower
increases:

o Additional systems/equipment added during the ship design/building phase;

o Over-optimistic low assessment of the manpower requirements for new systems/
equipment (this includes manufacturer predicted maintenance);

o Inability to accurately estimate the total maintenance workload since many

items are introduced by the builder as contractor furnished equipment;

o Inability to identify mandatory manual backup requirements; and

o Unavailability of modular replacement parts necessitating onboard repairs.

About 508 of the growth illustrated in Table 1 can be attributed to increases from
manning underestimates generated with anticipated savings due to automation. Addi-
tional inaccuracies ate due to low manning estimates of the overall maintenance
workload and the insufficient initial manual backup features. In many cases, auto-
mated systems were expected to reduce the required number of operators and also
decrease the maintenance workload, Unfortunately, while automation did reduce the
number of operators, it also increased the number of skilled technicians required

N 2-3
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FLEET ACCEPTANCE OF AUOMATION

An important factor that a ship designer must consider is the concept of Fleet
Acceptance of automation. As mentioned earlier, the Navy has had an extreme inter-
est in shipboard automation. The interest has not been merely a fascination with
new electronic gadgetry but rather one that has been pursued in the interest of
doing the job better. The authors, having had the opportunity to observe Fleet
reaction to the introduction of new equipment and systems, have come to the conclu-
sion that automation in itself is widely accepted and, in fact, strongly supported.

Advocates of Fleet automation frequently emphasize the necessity to analyze
massive amounts of data input and to respond correctly in a matter of seconds.
They are convinced that these results can only be achieved through automation.
More recently, with manning being a concern, this interest has been extended
towards seeking ways to make shipboard evolutions less labor intensive. But Is
there another side to the question of whether automation is accepted by the Fleet?
Obviously there is. The Fleet wants the benefits of responsiveness and less manning
but they do not want unreliable equipment or systems that cannot be depended upon
to function in wartime conditions or that require more maintenance than before.

Several years ago, while a new small carrier (CVV) was being designed, Fleet
representatives were invited to attend design reviews very early in the ship design
process. Notable among the Fleet comments received was a common concern of ensur-
ing that new equipment was thoroughly tested and proved prior to incorporation into
the design. The Fleet made it clear that they desired the capabilities but they
also wanted them with guaranteed reliability and imsediately available for use.
There were preferences for semi-automated systems as opposed to fully automatic in
several cases. The sailor assigned to a job aboard s ship appreciated anything
that was done to make his job easier and did the job better, but he didn't always
sense that this was so in some of the so-called automated features being placed
aboard his ship. The sailor's outlook differs from that of a Navy strategist, whose
primary objective is to maintain a competitive edge over potential enemies with
more sophisticated equipment as the solution.

In February 1980, a study of lessons learned in SPRUANCE Class (10963)
destroyers was published and included feedback from the Fleet. Significant die-
cussion with respect to automation and ship manning is contained in the following
excerpt from the report:

*An important consideration in the development of the DD963 SD
(Ship Manpower Document) was that initial planning diverged from tradi-
tional concepts (e.g., reduction in watch stations, unmanned engineering
spaces, etc.). Although the concepts and plans were reviewed by the
Fleet and Type Commanders, when the ships reached the Fleet practicality
eventually dictated that manning levels be increased to account for
actual workload." (9)

This statement implies that either the applications of automation did not
achieve the desired reduction in manning and/or a simple lack of confidence or
acceptance of concepts existed.

In brief, there is no Fleet Acceptance problem to the introduction of automa-
tion into ship control or other systems if it is understood by the user. The
designer's intent in the development of the automated features has to be conveyed
clearly to the user via some kind of documentation. There is a universal agreement
that these systems, like any other, must be adequately supported and maintained.
Both functions involve properly trained and qualified personnel. Whether this can
be reflected in the design process and subsequently achieved is an issue.
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DEIGNING FO AUTOM(ATION

The most logical place to begin ensuring that new designs are supportable is
during the design of the system. This will require additional design guidance which
addresses supportability. The guidance development could begin by establishing some
baseline do's and don'ts based on the Fleet's experience with automated systems.

The design process must also be expanded to include Fleet involvement early in
the concept design. The process must include all system level parameters affecting
the system's operation. This could be accomplished at the beginning of the design
process through automation impact assessments conducted in areas considered sensi-
tive (i.e., key parameters) such as operability, cost, and other factors at the
man/machine level. These assessments can be measured against predetermined values
(Figures of erit) which have been determined acceptable and are available as guid-
ance. Figures of Merit for the specific design can then be determined and used to
drive the design toward acceptability.

Utilizing Fleet's Experience

It is a well-known fact that system evaluations are different for lead and
follow-on ships. Evaluations are divided into a prototype period, the year of
operational testing which any new major design requires to either iron out all the
wrinkles or debug the system, and the subsequent period, which the writer calls the
"this is as good as we can make it" time frame, during which improvements cannot he
made without entailing major changes. This situation can be exemplified by refer-
encing the IaA-1, which the writers consider the prototype, and WRA-3, which depicts
the "as good as we can make it" period. Given the same systems and following the
post ehakedown corrections on the lead ship, the degree of Fleet Acceptance was much
higher for the follow-on ships versus the lead ship. The latter is the realistic
period to measure the Fleet's experience.

Preliminary feedback indicates that had Fleet guidance been utilized during
the design process and had it followed some instructional procedures, it could have
contributed greatly to the elimination of significant disparities between initial
ship manning requirements versus final validation manpower requirements.

Thus, in order to determine and introduce an acceptable level of automation in
a new ship design, design guidance (i.e., manning criteria) and implementing
instructions must be developed by the Comand and implemented by the design codes
into the design process. This guidance should be developed and introduced into the
design process in such a fashion that the ship personnel, equipsent, procedures,
and software are treated as an integral part of the total ship design as opposed to
the ship as the sole consideration.

System Evaluation

To clarify the intentions of the authors in discussing future recommendations,
a typical case will be discussed.

The functional goals of a typical system will be presented together with a
reference base which shows where we are coming from or upon what we are trying to
improve.

One typical system which has a great deal of feedback data available is the
gas-turbine setup designed for the D0963 Class. This particular system can be
divided into two major subsystem categories:

1. Ship Control and Navigation, which was designed to increase operational
efficiency, improve coand decision capability, direct conditions, and
improve flexibilityl and N 2-8



2. UZnineering Control, which is further subdivided into two areas--main
propulsion machinery and auxiliary and electrical machinery. The system
was designed to provide direct monitoring and control capabilities from a
Central Control Station (COS) for the propulsion, auxiliary, electrical,
and damage control systems. As backup, each engine room contains a Local
Operating Station for display and local control of its corresponding pro-
pulsion plant. Remote sensing is used to monitor machinery in the auxil-
iary machinery rooms, which includes electrical machinery.

The gas turbine propulsion system of the DD963 Class can be (and was) compared
to the steam propulsion system of a similar ship, the 0DG-2 Class, then in Fleet
use.

The new systems provided:

o Remote starting for each gas turbine from a CCS which is automatic and
sequential;

o Automatic main clutch engagement and remote control of disengagement from
CS;

o Fully automated central controls (including casualty control) operation of
the propulsion machinery;

o Remote integrated control of propellers RPM and pitch for each plant for
the bridge or the CCS; and

o Automatic bell and data logging.

These features were designed to minimize manning requirements by reducing watch-
standers and to facilitate safe, reliable, and efficient operation of the propul-
sion machinery.

A postdelivery investigation of the DD963 machinery plant automation effort
has been documented by Fitzpatrick.(

10
) The findings delineate the following

design intentions and document the results achieved-

o *The automated features, including pilot house/bridge control, are
regularly used and generally have operated reliably.

o The 00963 Class ships are operating with reduced rated and non-rated ratios
in propulsion plant rates from those required at the Fleet level.

o Given current manpower, accomplishment of PH, CM and FM is below require-
ments. This implies an unrealistic workload reduction effort.

o The ships are operating with more watchatanders than predicted during
design. Unmanned operating stations were being manned to adequately cover
ship safety.

o operators had no training or the means (system interface documentation) to
understand totally the consequences of some operator actions.

o Local manual control of the CPP system through mechanical linkage is not
provided.

o no backup electronic control unit for the gas turbines is provided.

o The maintenance requirements for the propulsion plant controls were poorly
estimated.* N 2-9



GUIDANCE DOEVELOPMET FOR SHIP DESIGNERS

An assessment of ship propulsion automation systems was completed by the Ship
Systems Engineering Management and Material Office, Ship Systems Directorate, Naval
Sea Systems Command in May 1979. This study determined the impact of existing
autmated, centrally controlled systems with respect to Fleet Acceptability, and
provides a detailed criteria a&essment of individual automatic and remote control
features. It did not identify tLe source of the problem nor did it develop cri-
teria and guidance which the automation systems design process needs. It should,
however, be used as a source of assessment data.

No quic:., and easy solutions are presently discernible and, if they were, a
high degree of risk would still exist until the cause of the problem could be
determined. Having identified the cause, guidance to reduce future problems should
be developed. This is consistent with the major goal expressed by the Chief of
Naval Material in his letter of 25 October 1977: "Improve the match between new
equipment and systems introduced into the Fleet and the Fleet's ability to properly
operate and maintain such material .... -(8)

Identifying the Cause

To analyze the cause of a problem, a perusal of Operational Evaluations, Tech-
nical Evaluations, INSURV Report, Special Inspections, Casualty Reports, and Navy
Fleet Material Support data should be made to identify problem areas requiring
analyses.

Concurrent with this, a compendium of currently available design guidance,
specifications, standards, and other design criteria utilized in the design process
should be compiled. This will serve as the design guidance baseline document and
could be analyzed to determine adequacy.

The analysis of this design criteria and guidance should include, as a mini-
mum, design and performance requirements, ship characteristics and operational
requirements, top level requirements, top level specifications, ship specifica-
tions, and system and subsystem specifications. The assessment should also cover
design studies, ILS plans, maintenance/repair philosophies, manpower constraints
and policies, personnel and training plans, preliminary ship manpower documents,
and ship manpower documents.

Following these analyses, plans should be made to visit Atlantic and Pacific
Fleet Staffs for first-hand assessment of selected shipboard automation identified
as problem areas. The assessment would be used to determine key parameters and
establish figures of merit (F0Ns) for those parameters to measure the Fleet Accept-
ability of future automated systems. The following parameters should, as a minimum,
contain PONs:

o Maintainability o Personnel availability

o Supportability o Training impact

o Operability o Manpower impact

o Necessity o Overall effectiveness

These baseline FOMs could serve as sensitivity guidance for similar new systems.
Key parameters identified during the assessment should be analyzed before the
design begins to establish, on a case basis, specific FOQs tailored for each new
system for determining an acceptable level of new automation. Non-critical factors
should be assigned a measure relative to their importance. It has already been
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presupposed that the problem was directly related to inadequate criteria; however,
by using the results of both preceding efforts, the following questions can be
answered:

o Now many problems were caused by the procurement strategy (i.e., Concept
Formulation/Control definition during previous SENAVs)?

o Did those responsible for the design of the systems follow the design

criteria and guidance applicable to the active Pleet automated systems?

o Were current problems caused by inadequate criteria?

o Did the automated systems receive an adequate design review?

o Were differences between the 'as-built' automation system and the
*as-designed' version responsible for problems subsequently encountered?

o Was the design (intra & inter) documentation adequate?

o If the designs were adequate and Fleet acceptable, was the Fleet improperly
trained or indoctrinated?

Applying the Methodology for Determining an Acceptable Level of Automation

Emphasizing the key parameters, a design procedure should be developed to call
out areas of design requiring impact study at the man/machine level at the beginning
of the design process.

Guidance for the preparation/execution of impact studies of key parameters
should be developed by the functional codes to be used with detailed supporting
information developed by the Command. The instructional document should indicate
when an impact study is necessary to establish FOMs for acceptance.

These FOMs should be computed based on impact studies for each proposed system
and be kept in the design history notebook for use as budgets during the design and
later during the system evaluation. These FO~s should be reviewed by a Fleet

representative for concurrence (see Table 2). The design procedure should contain
the baseline FOMs for types of systems and also the format for the impact study.
It will serve as guidance for high level automation decisions.

Automated systems which do not meet minimum FO requirements for sensitive
areas should be redesigned. If a decision is made to waive the evaluation, how-
ever, there must be written approval and the assessment or impact of the failed
area well documented. This assessment should not become buried in the design
history. Lessons learned must be documented in the design history and result in

updated design criteria and guidance documents. These documents will drive the
design process and provide the means to reduce Fleet unacceptable systems.

Parallel to this guidance develoient, the Command should establish a capa-
bility for providing accurate manpower supply projections early in the design/
development procesa.

A formal directive on shipboard automation should be prepared to furnish

cognizant system designers with guidance for automating shipboard systems. This
instruction should also assign the responsibilities and establish the procedures
and reporting requirements during ship design. (See Tables 3 and 4.) The
instruction should delineate procedures for identifying qualifying areas for impact
studies and a scheme or methodology to establish and measure the acceptable level
of automation for systems.
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Table 2. (1) Ship Control System.

(4) Threshold &
(2) (3) Key Parameters* Critical Index (5) Grade (6) Remarks

Cost 1 - 10 1 Acquisition Cost Only
X Maintainability 0, 3 - 10 3 Must have quick access

to selected machinery
X Supportability 0, 3 - 10 3
X Operability 0, 5 - 10 5 ConditiOns, I, II, III,

IV
Necessity I - 10 1 Needed for Reaction

Time Improvement

X Personnel Avail. 0, 3 - 10 0
X Training 0, 3 - 10 3

Manpower 1 ~10 1
X Manual Backup Remote 0, 7 - 10 7
X Manual Backup Local 0, 6 - 10 6
X Safety 0, 5 - 10 5

Threshold Acceptance 38 35 System is below accept-
able value

SYSTEM EVALUATION

Table Descriptors

(1) & (2) Enter mark if area (item 2) has been determined by the procedure to be
qualified for an impact assessment before a grade is given. This
qualifying procedure is called out in a NAVSEA instruction.

(3) Pertinent design considerations (key parameters).
(4) Critical Index determined through an impact study which identifies a OM

of acceptability. An index of 0, 5 - 10 means that below 5, It has been
determined through analysis as being unsatisfactory and the entire
system will fail (below threshold of acceptance).

(5) Grade assigned to all areas. Areas requiring impact assessment,
however, must have an assessment report before any grade can be given.

(6) Self-explanatory.

* All key parameters have been treated equally for simplicity.
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Table 3. Cognizant Functional Organization.

Guidance Designer Integrator
Developer (User) (Checker)

Establish Uses guidance Evaluates
and main- for Fleet system for GO-
tain cur- Acceptability, Fleet Accept- 0 Yes

rent Fleet performs im- ability,
Level pact studies approves No
Guidance and determines FOMs used

FOMs to be as criteria Waiver Yes
used during
the design No
cycle

Duties
(1) Develops and maintains current Fleet Acceptability guidance, criteria, and

implementing instruction. All Design Criteria established with the cognizant
code as lead. Lead determines where and how in the design process this
criteria will be used.

(2) Using the guidance and design criteria, selects qualifying areas for in-depth
analysis to satisfy that the impact in these areas meets an acceptable level.

(3) Using the same guidance and design criteria, determines that all qualifying
areas have been analyzed in-depth and enough information is available to
perform an evaluation. (Assigns a critical index weight, checks FOMS and
gives a grade).
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Table 4. Start-up Sequence.

Updates guidance i
based on lessonslearn

System tDesign Ship Dsg
Engineering v Codes Integrator ~Des IL ntSipr~tr
F u nc t io n I t g a o

4Develop guidance Design codes Integrator calls Design codes Determines if systemcriteria and im- implement out the instruc- use guidance is ready for evalu-
plementing instruc- guidance and tion for using criteria and ation and performs an
tion for new de- criteria in the guidance and perform impact evaluation. Failedsigns. Identify the design criteria during studies on systems will eitherZ key parameters, cycle, design of equip- qualifying be reworked by theAssign baseline ment designated areas accord- design codes or aPO s for for specific ing to the waiver asked. Insystem types. ships, instruction, either case, the eval-

Determine uation will be well
FVNS for key documented as design
parameters, to history and reason for
be used during for failure are deter-
the design, mined by the System

Engineering Function.



SUMMARY

In Saumary, One can conclude that automation is not a simple Solution to cOur
present and future manpower problems. This has been proven over the last few
decades where automation was introduced in our new ship designs. Automation may or
may not reduce manning requirements. It definitely requires, however, higher skill
demands for the new systems. Our experience with ships like the FFG-7, D0963,
LHA-l, and others have proven this aspect. Fleet Acceptance is also an issue that
must be considered. The authors feel that a guidance system, as described in the
paper, must be provided to the ship designers to avoid some of the pitfalls that we

have experienced on our recent ship designs. This will be a great effort but it
will at least optimize the use of our scarce manpower and financial resources.
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SHINMACS MACHINERY CONTROL CONSOLE DESIGN

by E.L. Gorrell
Human Engineering Section

Defence and Civil Institute of Environmental Medicine
Downsview, Ontario, Canada

ABSTRACT

The Defence and Civil Institute of Environmental Medicine

(DCIEM) has completed the design phase of a machinery control con-
sole development project in support of Canadian Forces maritime
requirements.

This paper describes the development of machinery control con-
soles for SHINMACS (Shipboard Integrated Machinery Control System)
with respect to:

- tasks performed during the design phase;

- application of a human engineering design process;

- analyses of operator information and control requirements;
and,

- descriptions of SHINMACS console components, control func-
tions, and displays and their operation.

INTRODUCTION

A previous paper, presented at the Fifth Ship Control Systems
Symposium (Ref. 1), reviewed existing machinery control console
designs in terms of a number of human engineering considerations
including grouping of display instruments, usage of graphic
displays, patterning of displayed information, access to machinery
data, and implementation of integrated and predictive displays. It
discussed the impact of propulsion control technology on machinery
control console design and presented a number of human engineering
advantages inherent in the utilization of computer graphics displays
for presentation of propulsion system information to machinery
operators. The prime advantage is, of course, that system informa-
tion can be presented in task-related chunks and , within chunks,
can be formatted in process flow and mimic diagrams to reduce opera-
tor cognitive workload. (The human operator processes information
using what are called cognitive processes in order to detect sig-
nals, recognize patterns, selectively switch attention, solve prob-
lems, make decisions, store and retrieve data from memory and con-
trol movement.) Human engineering design of SHINMACS Machinery Con-
trol Consoles will reduce task and procedure learning times for
trainee operators and increase the effectiveness and reliability of
trained operators under conditions of combat stress such as, for
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example, extended watches during sea battle.

Project Background

The Defence and Civil Institute of Environmental Medicine
(DCIEM) has provided human engineering support to the Canadian
Forces for development of a number of maritime systems. In 1977
DCIEM was tasked to undertake a human engineering investigation of
ship propulsion control console design for a microprocesor-based,
distributed control system called SHINMACS. The prime objective of
this design project was to develop human engineering design require-
ments for SHINMACS consoles. In order to achieve this objective,

DCIEM undertook and completed the following tasks:

- study of existing machinery control concepts;

- examination of existing machinery control console (MCC)
design concepts;

- familiarization with DDH-280 machinery system components and
operations;

- familiarization with the proposed SHINMACS technical specifi-
cation;

- review of the state-of-the-art of electronic display and com-
puter input device technologies;

- review of fundamental concepts in man-computer interaction;

- analysis of watchkeeper/watchsupervisor functions and tasks
in ship machinery control systems;

- application of relevant human engineering design criteria to
the development of preferred SHINMACS machinery control con-
soles, including full-scale mockups.

Human Engineering Design

The development of SHINMACS machinery control consoles has
taken place within the framework of a human engineering man-machine
interface design process. Briefly, this process involves:

- analysis of operator functions and tasks;

- specification of operator information and control require-
ments;

- specification of console displays and controls, including
their layout and interaction;

- specification of console dimensions and finish, and of access
to modules;

- construction of full-scale mockups and/or simulations to

evaluate console layout, functions and operations.
N 3-2



The first four steps in this process have been completed.
Full-scale mockups of the main and supervisory consoles have also
been completed (see photographs in Figs. 1-7).

Comparative analysis of computer display and conventional pro-
cess control instrumentation technologies clearly demonstrated that
the capabilities of electronic display systems could be used effec-
tively in presenting information to SHINMACS operators. Therefore,
a decision was made early in the conceptual design stage to imple-
ment electronic, specifically CRT, display systems in design SHIN-
MACS machinery control consoles.

Baseline Configuration

Although SHINMACS, including its consoles, has been designed
for application to a wide variety of ship machinery system confi-
gurations, it has been necessary to assume some basic controlled
machinery configuration for purposes of human engineering develop-
ment. Therefore, the DDH-280 propulsion, ancillary and auxiliary
systems have been adapted as the baseline configuration.

The DDH-280 propulsion plant consists of two main and two
cruise gas turbine engines driving two reversible pitch propellers
through synchronous self-shifting clutches along two shafts in a
COGOG (Combined Gas or Gas) arrangement. The two shafts are
independently controlled.

This baseline configuration is evident in the layout of control
panels and CRT page formats for the two SHINMACS consoles presented
in this report.

SHINMACS Machinery Control System

Although a comprehensive description of SHINMACS is available
elsewhere in these Proceedings, a brief summary is presented here
for review purposes.

SHINMACS is a microprocessor-based distributed control system
which provides automatic control and monitoring of ship machinery
systems. (Most NATO navies are currently developing similar fully
microelectronic digital control systems.) In SHINMACS, microproces-
sors are distributed througout the ship in close proximity to con-
trolled plant and communicate via a high speed serial data bus.
Plant status data, including high-level alarm messages, are sent by
on-plant processors to other processors handling data logging and
display tasks. Command inputs at consoles on the bridge or MCR
(Machinery Control Room) are processed by these latter processors
and control messages are sent in turn to the on-plant microprocessor
controllers. It is from the MCR that all main and ancillary propul-
sion systems and auxiliary systems are controlled and monitored.

OPERATOR INFORMATION AND CONTROL REQUIREMENTS: A SUMMARY
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The information and control requirements of the watchkeeper are
distinct from those of the watchsupervisor. The primary information
requirement of the SHINMACS watchkeeper, in his role of supervisory
controller, is for display of a small amount of highly integrated,
high level information about overall machinery system status.

Priority is given to main propulsion systems (i.e., engines,
clutches, gearing, shaft bearings and propellers).

Primary information is organized into overview displays of:

- propulsion plant and shaftline component status;

- ancillary and auxiliary system status;

- current alarms;

- watchkeeper-selected parameters.

Complementing the primary information requirement is a secon-
dary requirement for detailed status information about each subsys-
tem in the main propulsion systems and for each ancillary and auxi-
liary machinery system.

The primary control requirements of the watchkeeper are for:

- control of shaft knots in automatic propulsion control mode;

- control of engine power and propeller pitch in manual propul-

sion control mode;

- operation of all remotely controlled ancillary and auxiliary
system components;

- control of propulsion control mode and station-in-control;

- selection of information for display.

Machinery Watchsupervisor

The primary information requirement of the watchsupervisor, in
his role as supervisory , or executive, monitor, is for display of

data from:

- machinery log database (i.e., scheduled logs);

- demand logs (i.e., long term logs);

- dynamic data analyses (i.e., short term logs);

- health monitoring systems (i.e., gas path analysis, bearing
wear monitoring, and vibration monitoring).

These data are not normally available to the watchkeeper. The
secondary and no less important information requirement of the
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watchsupervisor is for display of all information that is available
to the watchkeeper.

Watchsupervisor primary control requirements relate directly to
selection of parameters for the compilation and display of data from
logs, dynamic analyses, and health monitoring systems. His secon-
dary control requirements are for:

- control of propulsion machinery in a backup role;

- control of ancillary and auxiliary machinery in a backup
role;

- control of propulsion control mode and station-in-control in
a backup role.

It must be emphasized that the watchsupervisor's main reqUire-
ment is for control and display of data required for supervisor mon-
itoring. The requirement for backup control is considered to be of
lower priority and controls and displays for that function are
specified only for the case in which the watchkeeper is unable to
exercise his control function by virtue of the inoperability of his
workstation, the Main Machinery Control Console.

SHINMACS CONSOLE DESIGN FEATURES

The information and control requirements of the watchkeeper and
watchsupervisor described above have dictated the specification of
two consoles:

- the Main Machinery Control Console for the SHINMACS watch-
keeper (Figs. 2-5);

- the Supervisory Machinery Control Console for the SHINMACS
watchsupervisor (Figs. 6 and 7).

Detailed design specifications for both consoles are
given in References 2 and 3.

Main Machinery Control Console (MMCC)
The MMCC is a single-operator, three-CRT workstation having

controls for:

- automatic and manual control of propulsion plant;

- selection of propulsion control mode and station-In-control;

- control point command option selection;

- display page selection;

- page assignment;

- cursor control and control point selection;
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- alarm acknowledgement;

- engine start enable and direct hardware trip;

- voice communications;

- CRT monitor brightness and contrast.

The primary information requirement of the watchkeeper is pro-
vided by four overview display pages:

- the Propulsion Overview;

- the System Overview;

- the Alarms Overview;

- the Operator Monitor.

Propulsion Overview:

The Propulsion Overview (Figs. 8-10) is a graphics display of
shaftline status and contains the following:

- mimic diagrams for both shafts showing engines, clutches,
gearboxes, shafts and propellers;

- analogue and digital display of the four major parameters for
each driving gas turbine engine;

- percent power for all four engines;

- propeller pitch and RPM for both shafts;

- order, reply and actual knots for each shaft;

- engine power control signals (cruise and main) and propeller
pitch control signals when in manual propulsion control mode;

- propulsion control mode and station-in-control;

- control transfer line menu (upon demand);

- the number of active alarms;

- status of the 'battle override' option;

- sea state.

The purpose of the Propulsion Overview page is to give the
watchkeeper and the watchsupervisor a continuous and comprehensive
integrated display of main propulsion system status.

System Overview:

The System overview (Fig. 11) is simply an annunciator type
display of ancillary, auxiliary, and electrical systems status.
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Each system is represented by a block which displays the system name
in normal video if the system status is normal or in inverse video
if the system is in alarm status. The operator can quickly summar-
ize from this type of display format which systems are in alarm.

Alarms Overview:

The Alarms Overview (Fig. 12) is a list of alphanumeric alarm
and warning messages with the most recent alarm displayed near the
bottom of the screen. The list is scrolled upwards with the addi-
tion of new messages. When the list reaches the top of the screen
it overflows onto a second page. Messages on the second page can be
recalled by scrolling the list downwards. The watchkeeper may order
the list either by time or by system. Cleared alarms and warnings
are automatically removed from the alarms list upon operator ack-
nowledgement. Both alarm and warning messages are displayed in
fixed format consisting of the following fields:

- indication of alarm or warning;

- system in alarm;

- parameter;

- if an analogue scanpoint, present value, high and low limits,
and units;

- if a contact scanpoint, present status;

- analogue or contact scanpoint which initiated the message;

- time of occurrence of alarm/warning.

Operator Monitor:

The Operator Monitor (Fig. 13) consists of a list of scanpoints
which are selected by the watchkeeper at his discretion from the
Propulsion Overview, the Alarms Overview and the various propulsion
(engines and shafts), ancillary, and auxiliary systems pages. The
entries in the Monitor list have the same content and format as mes-
sages in the Alarms Overview.

Secondary information requirements of the watchkeeper are pro-

vided through CRT pages for:

- engine start and drive control;

- fixed logs of engine parameters;

- engine data;

- shaft data;

- ancillary system monitoring and control;
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- auxiliary system monitoring and control.

Engine Pages

There are a thirteen pages for monitoring and control of four

cruise and main gas turbine engines. Associated with each engine

are Control, Data and Log pages. There is also a log page for the
two driving engines.

The Engine Control page (Fig. 14) displays the following:

- analogue and digital presentation of the four major gas tur-
bine engine parameters;

- english-language messages giving engine status before, dur-
ing, and after start, assume power and stop (or trip if the

engine is automatically stopped due to alarm detection); and,

- elapsed time from instant of operator command input and dur-
ing stages in the engine start sequence.

The status message series for a start to idle are as follows
(note that each successive message overwrites the former);

(a) PERMISSIVES SATISFIED - ENGINE READY FOR START;

(b) HYDRAULIC START NORMAL;

(c) IGNITION ON;

(d) IGNITION SUCCESSFUL; and,

(e) IDLE SPEED ACHIEVED.

The Engine Data page (Fig. 15) displays the following;

- simple mimic outlines of both the gas generator and free tur-
bine sections of the engine;

- nine gas generator scanpoints;

- six free turbine scanpoints; And,

- parameter type and data for each scanpoint.

The Engine Log page (Fig. 16) displays the following;

- current values of Ni, Nj, EGT and EGP plotted over the previ-

ous 30 minutes;

- alarm limit plots for each parameter; and,

- current values of all four parameters in digital format.
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The Driving Engines Log page integrates the logs for the driv-
ing engines (two cruise or two main) on a single page.

Shaft Pages

The consoles provide two Shaft pages (Fig. 17), one for each of
the port and starboard shafts. Each page contains a mimic diagram of
the shaft, from clutches to propellers, and shows all scanpoint sym-
bols and parameters together with labels identifying shaft sections

and physical areas of the ship in which each shaft section is found.

System Pages

The Systems CRT pages for display at SHINMACS Machinery Control
Consoles are process flow diagrams for each of the auxiliary and
ancillary machinery systems. Most of these diagrams contain one or
more control points, each of which can be selected via the Cursor
Control module or, in certain cases, via line menus. Each diagram
also displays all points scanned by SHINMACS and each scanpoint is
selectable via the Cursor Control module for application of any com-

bination of the three line menu-displayed information control
options (i.e., DISPLAY ALL DATA; LOG POINT; ADD TO MONITOR). The
main purpose underlying display of process flow diagrams is to

assist the user (i.e., console operator) in modelling each system by
visually presenting complete functional circuits in which machinery
components and transmission of power, information, or material among
them are logically and clearly represented.

Three examples of Systems pages are presented in order to
illustrate page format and coding of alarms, scanpoints and
machinery components (Figs. 18-20).

Machiner Command Input

All commands for control of machinery system components (except
shaft knots commands in automatic propulsion control mode and engine
power and propeller pitch in manual propulsion control mode) are
made via the 24 keys on the bottom panels of the three CRT monitors.
These keys are in line with the control command option line menus
displayed at the bottom of the three screens. Operation of a key
selects the command option directly above it on the associated
screen. Most command option line menus are displayed in response to
selection of control points on ancillary and auxiliary system pages.

Engine command option line menus are automatically displayed

upon selection of engine control pages.

Control point selection is performed by moving the screen cur-
sor via the trackball to the control point and operating a SELECT
key.

Selection of:
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- station-in-control (i.e., BRIDGE, LOP, or MCR);

LOP = Local Operating Positions
MCR = Machinery Control Room

or,

- propulsion control mode (i.e., AUTO or MANUAL);

is made via a line menu which can be displayed at the bottom of the

centre screen. Automatic and manual control of gas turbine engines
and propeller pitch is performed using four port shaft joysticks and
four starboard shaft joysticks. In automatic propulsion mode, shaft

RPM and propeller pitch are determined by demand schedules. The
input to an active demand schedule is the knots control sigoal.
Shaft RPM and propeller pitch are the output control signals of the
demand schedule. Port and starboard knots are controlled directly
by the two 'auto control' joysticks which can operate unlinked
(i.e., independently) or linked. In linked mode, the knots control
signals for both shafts are identical and can be controlled from
either 'auto control' joystick.

Once the propulsion control mode is changed from AUTO to
MANUAL, the auto joysticks serve only as telegraph devices. Manual
control of gas turbine power and propelier pitch control signals is
effected through three port joysticks and three starboard joysticks.

Supervisory Machinery Control Console (SMCC)

The SMCC is a single-operator, single-CRT workstation having

controls fo;:

- line menu item selection;

- cursor control and control point selection;

- MMCC page monitoring;

- alarm acknowledgement;

- numeric data entry;

- voice communications;

- CRT monitor brightness and contrast.

All of the CRT pages available to the watchkeeper at the MMCC
are also available to the watchsupervisor at the SMCC. In addition,
pages are available for display of information from:

- scheduled, periodic machinery logs;

- demand logs;

- dynamic data analyses;
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- health monitoring systems.

All CRT pages are selected via line menus displayed at the bot-
tom of the CRT screen.

Line menus can also be used secondarily for backup control of:

- main propulsion machinery;

- ancillary and auxiliary machinery;

- propulsion control mode and station-in-control.

The Supervisory MCC is provided with several vertical and hor-
izontal shelves for storage of operating manuals and printer output.

CONCLUSIONS

A human engineering design process has been applied to the
development of machinery control consoles for SHINMACS based upon
analyses of watchkeeper and watchsupervisor information and control
requirements.

The design of SHINMACS machinery control consoles is based upon
interactive graphics display systems technology which is considered
to have many advantages over :onventional process control instrumen-
tation technology for information display.

This paper has described the major design features of SHINMACS
machinery control consoles; namely, components, control functions,
and displays and their operaticn.

The SHINMACS machinery control console design specifications
developed by DCIEM have been integrated into the overall SHINMACS
Statement of Operational Objectives. It is anticipated that a SHIN-
MACS Service Test Module will be built and delivered to the Depart-
ment of National Defence by 1983.

The Service Test Module will be delivered with a digital simu-
lation of DDH-280 propulsion and auxiliary systems which will enable
evaluation of SHINMACS design concepts, including those specific to
the Main and Supervisory Machinery Control Consoles.

Console design concepts will be evaluated experimentally with
trainee and fully trained SHINMACS operators performing monitoring
and control tasks in the simulation environment, followed by similar
evaluation at sea. It is anticipated that the results of these
evaluations will be reported at the Seventh Symposium in 1984.
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Fig. . Main and Superviso(ry SHSNMAcS Machinery Control Coisole Mockups.
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Fig. 2. Control and display layout for the SHINMACS Main Machinery Control Console.
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Fig. 3. Central controls layout for the SHINMACS Main Machinery Control Console.
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Fig. 4. Right panel control layout for the

SHINMACS Main Machinery Control Console.
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Fiq. 5. Left panel control layout for the

SHINMACS Main Machinery Control Console.
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Fin. E. Control and display layout for the SlC>Supervisory Machinery Control Console.



oO0.

Fig. 7. Control layout for the SHINMACS

Supervisory Machinery Control Console.
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Fia. n~ Overview CRT Page - SH1NMACS Supervisory 'C:All CRT pages

t-accessed via the Master Menu shown in tI's photograph.



Fig. 11. Systems Overview CRT Page - SHINMACS Main MCC: Active alarms

are shown in inverse video for three different systems.



Fig. 2. Alarms Overview CRT Page - SHINMACS Main MCC.



Fig. 13. Operator Monitor UT Page -SKINMACS Main MCC.
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Fig. 14. Engine Control CR1 Page - SKINMACS Main MCC.



Fig. 15. Engine Data CRT Page - SHINMACS Main MCC.



O4

z

Fig. 16. Engine Log CRT Page - SHINP.ACS Main MCC.



Fig. 17. Shaft Data CRT Page - SHINtIACS Main MCC.
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Fig. 18. Process Flow Graphic CRT Page for the Main Lube Oil Ancillary Propulsion

System - SHINMACS Main MCC:
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Fig. 19. Process Flow Graphic CRT Page for the Storage and Transfer Subsystem

of the Synthetic Lube Oil Ancillary Propulsion System - SHINMACS Main MCC.



Fig. 20. Process iow Graphic CRT Page for the Port Cruise Engine Subsystem

of the Synthetic Lube Oi Ancillary Propulsion System - SHINMACS Main MCC.



AN ADVANCED CONCEPT IN INTEGRATED SHIP CONTROL SYSTEM DESIGN
UTILIZING DISTRIBUTED MICROPROCESSORS AND STATE OF THE ART MODULES

by Christian C. Wong
Litton Industries

ABSTRACT

The ship control system designer has, in the last few years, been
relieved of the drudgery of numerous detailed circuit designs, re-
petitive calculations, and module development. This type of detail
design has not been limited to circuit design, but has extended into
systems development of circuit modules, single chip digital computers,
single chip analog computers, circuit simulators, high level soft-
ware language development tools, and systems network development. The
control system designer is left with a high degree of freedom at I
lower risk and lower overall cost.

The integrated system concept involved today embodies multi-
technical disciplines of system engineering, design, hardware engi-
neering, design, hardware engineering, mechanical, reliability,
maintainability, cost, manufacturing and training. Other consid-
erations are packaging, human factors engineering, operability, and
functionality. This paper will discuss the total design concept and
multi-disciplined approach taken in the design of a new generation
ship control systhm.

The advanced concept design utilizes numerous technologies to
achieve low cost, high reliability, low weight, high degree of in-
tegration, low maintenance, easy repair, operator interaction, low
risk, and a high degree of commonality. The design criteria was kept
simple; design a flexible control system to ship equipment interface,
develop simple man-machine interface, and maintain high degree of
flexibi.ity in the design modules. This philosophy resulted in the

application of the following types of technol'gies:

Laser/fiber optic cables and data transmission
Multi-processing and distrO ated controls, both final
digial and analog designs
LED lamp annunciators and serial communications
PLASMA & Cathode Ray Tube interactive displays
Multi-redundant data transmission techniques
Networking, packet switching, protocol and data security
Optically coupled input receivers and output drivers
Matrixed and terminal type keypads and keyboards
Flat cables and solderless connectors
Combined software and hardware simulators/emulators
Software development stations
Combined High Level Language and Assembly Language program-
ming

This paper will discuss the trade-offs and studies used in
arriving at the decision to apply the foregoing, and how each is
app ed to meet the specific goals set forth.
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Present System Design

Existing control systems designed in the seventies utilized the
then current 'state of the art' design techniques for Control Systems
and numerous data acquisition functions. The design called upon
Mil-Spec parts where possible, and wrote special procurements for
unavailable parts. The design has been the topic of numerous papers
on Control System design since its inception and operation in ser-
vice. Numerous papers have discussed the Control System, the pro-
pulsion system and the control philosophies, along with its bene-
fits, advantages and disadvantages. (Ref (1))

The design of the Control System was based on much of the
traditional Navy watch s~anding and logging philosophies. Hourly
logs that were kept by hand were kept by automatic logging. This
logging of hourly data is unnecessary, and costly in time spent
evaluating the data and the cost of paper. The hierarchy of controls
from the bridge, to the Engineering Operating Station (EOS), to the
local operating stations (LOS) was standard. The fail safe and fail
soft philosophies were set to carryout man intervention. The cir-
cuits for various subsystem control functions were partitioned so as
to provide functional independence. This hierarchy of functional in-
dependence necessitated numerous cards to be utilized in a series
fashion such that 5 to 7 circuit cards were used to process discrete,
analog, logic, signal conditioning and output discretes.

The serial data bus design used in earlier Control Syctems were
a synchronous time division multiplex data bus utilizing data,
clock, sync and con-rol lines. This design was the 'state of the
art' and provided simplistic error detection schemes of clocks or
loss of periodic synchronization. The cost of minicomputers, at the
time this design was being implemented, was prohibitively high to
use in multiple processing or control. Multiplexing of data was
done with discrete or small scale integrated circuits. Numerous
control cards made up multiplex data lines. This scheme, although
complex and seemingly expensive, saved considerable wiring and
numerous discrete signal conditioning cards. The system utilized
triple redundant cables and a loop communication data. All of the
data was clocked and put in time slots.

The available small scale integrated circuits (SSI) and medium
scale integrated circuits (MSI) were primarily of the high power
variety in 1970, with the advent of Low power (L), Schottky (S) and
Low power Schottky parts (LS) becoming available by 1975. Hence,
the integrated circuits (IC's) of 1970 variety consumed as much as
20 times more power than the 'LS' parts of today. The design
utilized forced air colling over the cards to remove the heat. These
circuits were quite 'noise' prone to line spikes or voltage fluctu-
ations.

The electric readout meters considered of Mil-Spec arsonal
movement meters that are sensitive to magnetic interference, shock
and vibration, and required periodic calibration. The meters were
large and quite heavy, although they were easy to read.

The overall system design of a typical 1970 technology Control
Ssystem consisted of about 1100 circuit cards and 29 console sec-
tions. The weight of the total consoles was 21,650 pounds. The
number of indicator lamps on each console is so great that lamp tests
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are conducted by console sections rather than by the console as a

whole.

Technicolo ,ical Advances

Since 1970, technological advances have been made in logic
circuits from SSI and MSI circuits to large scale integrated cir-
cuits (LSI) and ultra large scale integration circuits (ULSI).
Designs that once took 3 circuit boards to implement is now done with
one LSI device. The microprocessor advances since 1975 from 4 bit,
to 8 bit, to 15 bit and now to a 32 bit micro main-frame computer
design staggers the imagination. Single chips now perform frequency
synthesis, speech synthesis and recognition, power conversions,
analog to digital (A/D) and digital to analog conversions (D/A).
There is now an analog computer on a chip that allows 4 real time
inputs with 8 real time analog outputs. The device can perform
complex filter operations extending to 20 complex poles and 20 zeros.

Development in commercial communications has enabled fiber
optic light emitting didoes (LED's) and solid state LASER's to be
developed with a highly controlled frequency specturm to enable up
to 100 million bits of data per second to be transmitted over fiber
links. Advances in fiber links, glass and plastics have allowed the
fiber to be strong, flexible and light. Several hundered feet of
fiber and sheathing weighs only a few pounds.

The advances were not only limited to hardware development, but
grew to include system design development. The available software
tools were advanced beyond assembly language and the normal high
level languages, but have included analytical tools for model stimu-
lations and complex filter designs. Advances in filter design are
brough about by the advances in technology and consequently filter
design can be made on line and sample cases tried out through in
circuit emulation or software simulation. With satisfactory model
data and simulation, the model can be converted into a machine code
and a prom generated for hardware simulation.

Design tools for digital design now included in circuit emu-
lation for numerous processors from one development station, so that
the investment on development hardware is minimized. The software
design tools for debugging, and high level language programming have
greatly increased the programmers productivity. It is now shown
that approximately 80% of design costs today are allocated to soft-
ware development as compared to 10%, 10 years ago. The hardware
costs are drastically lower due to great advances in microcircuit
development. The biggest investment in the state of the art design
today is in the software station and development software operating
systems. High level languages such as PL/I, PL/M, PASCAL and ADA
offer machine transportability, but represents a large investment
in developing the language for the targe machines.

System Goals

Keep the interface between man and machinery as common as possi-
ble. Keep the same input and output control functions and maintain
the itegrity of the critical controls. Maintain a high degree
of commanlity, low cost, and be maintainable by ships personnel
with minimal training.

01-3



System Goals

Reduce weight where possible, reduce cabling and power. Along
with power reduction there is reduced coding requirements.

We tried to apply proven Lechnologies where the fit of tech-
nology to the application is good cnd still maintain the simplicity
and reliability of the other design.

Trade-cff Studies

For our trade-off studies we evaluated future ship control
system requirements, and tried to come up with a design using pre-
sent technology to meet two requirements in the most cost effective
manner.

Subsystei Controller. Our immediate tasks were to identify all
the numerous support circuit cards that performed in series to make
a machinery subsystem part of the automated system, The first sub-
systems brought to mind were the fuel oil service, lube oil service
and sea water service systems. These subsystem utilized two elec-
tric pumps of varying speeds and placed one in operation while the
other was in standby. We found that discrete signal cards, analog
signal conditioning cards, analog to digital cards, comparators,
output drivers and logic circuits were required. These cards were
quite common and repetitive in design. They all have basically the
same number of inputs and outputs. Only the logic and timing
changed between systems. The requirement could easily be filled with
a programmable controller with input and output signals. The cards
would then be common except for a program change. We set the cir-
cuit card on a larger format to accommodate a higher pinout capacity
and IC area. We utilized one card to house a single chip multiplexed
A/D with a single chip microcomputer and ultra violet light re-
programmable read only memory (UVPROM). The input and outputs are
buffered. (See Fig. 1), and a communications link is provided to
communicate data to a host processor.

This card formed the basis of a distributed microprocessor de-
signed controller. With further investigation we designed a method
that enables a "watchdog" type circuit card to enable and disable
the controller card that in the event of a failure on the bus, the
failed card can be isolated. Further isolation is provided via the
control override down stream of this card at the driver levels. The
card is set up such that pulling the circuit card will cause it to
fail soft and in full manual control.

We imposed self check and diagnostic routines on the card so as
to provide remote automatic testing while in line and ease in di-
agnosting circuit problems. Since each subsystem can be unique in
its control, the program and self checking logic enables testing
of the status 'key' word contained in a micro-switch to prevent in-
appropriate cards from operating in the wrong slots and also to key
the on-board programming system that programs the card for one of
the multiple uses.

Microprocessor Selection. There are 8 bit, 16 bit, and 32 bit
microprocessors commercially available that can be used for multi-
processing. Here, the key to selection is not only computing
power, but the availability of support software for the micro-
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processor. The newest 32 bit micro mainframe processor, although
fast and commercially available, it is still too new and untried to
put into a military design. There are numerous 16 bit processors on
the market many of which profess military temperature and environ-
mental specifications, although without the MS-38510 dash number yet
assigned.

We evaluated the numerous processors available for hardware
capabilities, support devices as DMA, arbitration, I/O processing
and numeric processing ability. Next we evaluated the availability
of software tools and development software high level language avail-
ability and available programmers. Software support and availability
holds the key to the cost effective design since software costs now
contribute 60 - 80% of the budgeted cost of new engineering programs.
It once only contributed 10 - 20%, but with the advent of low cost
and powerful micro-computers and large scale integrated electronics,
this position has changed drastically. We further, needed assurances
that the processor support software is timely and fully supports the
hardware availability, and not lagging it. Operating systems, real
time scheduling and interrupts are only part of the software support
requirements.

Lamp Indicators. Next, we evaluated the lamp indicators and the
schemes for indication. The lamps were primarily used to indicate
status or alarms. For status indicators, it is easy, the normally
isolated contact is powered with the same current and tied directly
to the indicator to indicate open/close and on/off, etc. For alarms,
it is a different story, there are several circuit cards involved in
for signal conditioning, set point comparison, alarm time delays,
hysteresis, flasier, audible alarm drivers and lamp drivers. Due to
the circuit partitioning requirements and functional isolation may
extra cards were used to provide isolation such that removal of a
card did not cause another subsystem to fail to operate. In this
case 5 separate circuit cards were involved, signal conditioning,
alarm set point, time delay, flash control and output drive to
switch 28 volt lamp driver transistors.

Microprocessor technology with electrically alterable read only
memories (EAROM'S) provided the set point comparison, time delay,
hysteresis, flash and alarm control logic. The combination of 2
types of circuits and processing provided the condition signal and
the response lamp and flash. The lamps were changed to LED light
bar designs which have several hundred thousand hours MTBF, and
draw 10 ma at 5 volts. The lamps can be configured with 2, 4, or 8
lamps for brightness and reliability. Training of personnel, along
with maintaining skill levels of previously trained personnel is
becoming a problem in the armed forces today. The liberal use of
mimics for control and display eased some of the burdens, but still,
the size of the control consoles became prohibitively large and
formidable to the operators.

Human factor engineers are trying to cope with the problem by
offering compact logically arranged computer driven displays as
Cathode Ray tubes (CRT's) and plasmas panel displays. Color versus
monochrome is another topic of discussion, but with inverse video
and other highlighted enhancements, monochrome displays are used to
draw attention and quickly present to the operator pertinent data.
We considered color, plasma and monochrome CRT for application, cost,
safety and practicality. Color is highly desirable, but the most
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expensive. We concluded that with the size and weight constraints as
well as costs, a mix of 3 plasma and 1 CFT display utilized on the
console and supervisor's display respectively is the best match. The
CRT would offer the high resolution and rapid response while the
plasma offers lower cost, space and weight at the console levels.

Cable Design. Cable assembly trade-offs were completed to de-
termine the most cost effective way to wire front panels and circuit
card cages. Cable connections are presently made by soldering and/or
crimping connections. Flat cables and locking connection assemblies
change the assembly time to cutting and crimping the cables without
the need for dressing the cables. This necessitates several changes
to panel assemblies, such as pushbuttons now become grouped with
connectors and lamp displays are grouped rather than individually
wired.

The New Design

The newly configured system design selections were made follow-
ing the extensive research and evaluation of the modules, costs, re-
liability and technical risks associated. The modular approach re-
quired fewer design hours to evaluate since larger scaled integration
covered most of the design interface problems of going from one de-
vice to another. By utilizing families of circuit components that
are by manufacturers design, fully compatible in timing, controls
and electrical interfacing, circuit and component selections were
simplified. The application of standard protocol and busing tech-
niques again, minimize the interface difficulties. The selection of
software development tools and modules that are family compatible,
and utilizing higher level languages offer ease of integrating soft-
ware and hardware, by relieving the programmer of designing operating
systems, assemblers or compilers, but to allow him the latitude in
writing program and executive software.

Savings. The new design reduced the circuit cards to approxi-
matel--f c ircuit cards, The number of unique card types are
approximately 45 types. Power dissipation is approximately 1650
watts, which eliminates the need for forced air cooling fans. The
console sections goes from 29 sections and approximately 21,000
pounds to 15 sections and 9.450 pounds. The estimate of cable weight
savings is 20 tons due to higher degree of multiplexing and glass
fiber cable over wired multiplex systems.

Subsystem Controller. A subsystem controller card utilizing a
microprocessor, 16 channel multiplexer and A/D (one chip), buffer
and drivers is used in replacing approximately 5 circuit cards for
each of the pump control subsystems as fuel oil systems, lube oil
system, CRP pump control, sea water pump control and steering pump
control logic. The new design uses one card with separate program
and key code for the various applications, and replacement circuit

*boards are programmed as needed aboard ship. The number of spares
is reduced owing to the commonality of the card replacement, and the
programmable design. Of course, future updates in the design and
changes to the logic are only software changes.

Serial Data Transmission. The selection of fiber optic data
transmission enables higher data rates with lower probability of
error due to RF or EM interference. Fiber transmission also allows
larger weight savings, which is reflected in eventual fuel savings to
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the ship. The fiber transmission further allows secure data trans-
mission and eliminates common mode and ground loop problems common
to wired systems. The new design consists of 3 sets of transmitter
and receiver cards at each station enabling direct communication with
built in protocol, error checking and retransmission. (Fig 2) The
intelleigent controllers for data transmissions have opened up a
realm of data communication through microprocessors that data packets
or messages are automatically retransmitted or re-routed to the
correct receiving station. Here, the communications controller de-
vice is so sophisticated, the network design engineer had to decide
the best device based on cost, speed and availability, rather than
design and implement all the complex correction and checking circuits
himself.

Display Systems. Interactive displays were included in the
combined electric plant and propulsion control console. The displays
are plasma type owing to the flatter configuration and lower voltage
at the front panels. The displays will provide mimic like displays
and with enhanced video to show faults or faulty areas. 'Page-type'
formats enable rapid scan and data presentation.

A unique alarm indicating module design utilizing a single chip
microcomputer, serial interface and LED buffer and drivers form a
part of the status and alarm indication system. (See Figures 3, 4,
and 5). The module consists of 2 cards, one is the LED light bar
group and second the receiver and driver electronics. The modules
are identical throughout the ship and only the transparent lengen
overlay changes. The central computer transmits to the modules
several data words for flash, steady or test mode. The receiver puts
the data words in storage, and a run program executes the flash mode
for the lamp identification line or steady as required. During test,
the self contained microcomputer executes a pattern on the display
and also provides a test word to the central sys &m to check for
validity. In this fashion the alarms can be changed by simply i-
dentifying a new position to be illuminated from the spare and make
the software change in the central system. The lamps are further
backed up by discrete enable lines brought on to the card as re-
quired and also by one of the 3 plasma inter-active displays.

System Comparisons

The size and weight comparison between the earlier design and
the new design is shown in Table 1. This does not account for the
additonal ship weight in cables or the battery for the uninterrupt-
able power supply.

The card comparisons for the earlier design is shown in Table 2.

We selected fiber optic and laser transmitters for high data
integrating, low cost, low weight and high noise immunity. The
selection and applications of HDLC devices over the old design serial
data has provided high data rates and intelligent control for
automatic retransmission, error detection and correction.

The selection of a multiprocessing system and distributed con-
trols provides the flexibility of microprocessor designed circuits
and a high commonality of circuit boards. Selection of a family of
processors and interface devices eased the burden of detailed timing
analysis circuit interface designs and arbitration design. Single
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TABLE 1 SIZE AND WEIGHT COMPARISON OF AMICS VERSUS
EXISTING SYSTEM

Existing System AMICS

No. of Weight No. of WeightConsole Bays (Lbs) Bays (Lbs)

CONSOLE 2 5 3148 CONSOLE 2 3 2000

CONSOLE 5 4 3753 "

CON2(New) 1 600

CONSOLE 2 3 1850 CONSOLE 2 2 1250

rnm'nTl. 3, 4 6 4418 CONSOLE 3, 4 6 4420
(2 Units) (3 each) (2 Units) (3 Each)

CONSOLE 1 3 1161 CONSOLE 1 3 1180

System 8 7325

Power
Supplies

Total 29 21,655 Total 15 9,450
Per Per
System System

TABLE 2 COMPARISON OF CARD COMPLEMENT

Existing System AMICS
No. of No. of [ Cnoe No. of No. of

Console Cards Modules Console Cards Modules

CONSOLE 2 227 0 CON59R 2 59 37

CONSOLE 5 381 0

CONSOLE 3 6 2

CONSOLE 3 65 0 CONSOLE 3 37 7

CONSOLE 4,5 380 34 fON5OIE 4 5 174 54
(2 Units) (190 (17 (2 Unitsf (87 (27

each) each) each) each)

CONSOLE 1 28 1 CONSOLE 1 20 10

Total for 1081 35 Total for 296 110
All All
Consoles Consoles
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device bus arbitration devices provide DMA and bus contention con-
trol. By utilizing a dual bus concept, we have provided higher re-
liability in the design, so that one bus can cause the system to
fail. Multi-processing provides data and control integrity by
'voting down' a bad processor, and enabling the built in diagnostic
routines. Distributed processing relieves the central control of
mundane tasks and provides the system designer with better control
over subsystems by enabling the design to more closely follow the
traditional logic control and interface design. The addition of a
bus interface and 'watchdog' circuit to the subsystem (distributed
controls) provides fault isolation and detection to operate in the
background to all vital tasks, and with full safety of fail safe
features.

The LED lamp annuciator and serial communication design offers
lower cost per lamp indicator and extremely high reliability owing
to the LED reliability and back up hardware and support plasma dis-
plays. The LED alarm indication module demonstrates the design
flexibility of add on or removal of alarms by software table changes.
The built-in communication for test and self testing will auto-
mactically set a precidence and standard for alarm annunciation. The
LED lower power and high light dispersion assimilates the lambertian
light distribution of conventional incandescent lamps. Replacements
can be made easily without wiring changes or program rerouting.

The selection of Plasma and CRT technology combines the space
and weight profiles to make the design compact, pleasing to the
operator and video display capabilities.

We selected redundant data links, but utilized single chip
controllers and protocol devices to handle the data transmission and
integrity. The fiber optically coupled data with 3 paths to each
mode and 6 paths with message switching provides highly reliable
transmission of data.

We utilized optical isolated receivers and drivers to minimize
loop problems assocaited with transistor coupled level shifters.
Hence, the optical isolation provides ground noise immunity and re-
lieves the high voltage coupling on board.

The appliation of flat cables, solderless connectors and matrix-
ed key-boards and keypads provided large cost savings in assemblyl
calbe harnessing and panel size and weight.

Conclusions

The results of this case study are not final yet, as the hard-
ware and software has yet to be built. The state of key breadboard
and software development has us excited about achieving 40 - 50%
savings in cost, weight and power. We see that the future of this
type of design enhances the system reliability at lower costs, and
provides training and diagnostic maintenance capabilities never
before used in the Naval Ship Control design.
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REMOTE DATA TELEMETRY IN A SHIPBOARD ENVIRONMENT

by Albert J. Van Vrancken
TANO Corporation

ABSTRACT

The commercial marine industry is long overdue for a change
in attitude toward the application of state-of-the-art technology
to marine automation. The petrochemical industry has applied
computer-driven supervisory control and data acquisition systems
to its information needs since the early 70's. U. S. built
shipboard control systems have undergone very few evolutionary
changes in operational philosophy since the late 60's.

This paper presents some concepts in marine control system
architecture which contribute significantly to cost reduction,
safety, and modernization of the marine industry. The application
of microprocessors, color video displays, remote data telemetry,
and quarters' area control to the marine propulsion plant is
detailed in this paper.

INTRODUCTION

TANO Corporation has been designing and manufacturing
automation and control systems for the marine and petrochemical
industries for more than 10 years. Our experience gives us some
license in comparing and contrasting the technological advancement
of these two industries.

THE PIPELINE INDUSTRY

For over a decade, the oil and gas industry has been using
supervisory control and data acquisition (SCADA) systems to gather
information from and to control complex pipeline networks. These
webs of pipe carry virtually any type of fossil fuel, including
crude oil, refined products, and natural gas. Similar systems are
used for on-site operation of refineries, LNG plants, and even
waste water treatment facilities. The common denominator for
control and monitoring of these critical activities is serialized
data transmission.

Faced with the need to control pipelines hundreds of miles
long, the petrochemical industry utilized remote data telemetry as
the most viable means to accomplish this task. Using
telecommunications technology, a pipeline dispatcher can open a
valve and start a pump five hundred miles away with a few
keystrokes at a cathode-ray tube (CRT) terminal.
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SCADA: How It Works

The typical SCADA system (See Figure 1) usually consists of a
Master Terminal Unit (MTU) and a number of Remote Telemetry Units
(RTUs) scattered along a pipeline at compressor stations,
injection sites, and delivery terminals. The MTU is generally
comprised of a host Central Processing Unit (CPU), mass storage
device, hard copy logger, communications interface and a
CRT/Keyboard, which functions as the primary man/machine
interface. The RTUs are capable of accepting and issuing both
digital and analog signals. Digital inputs consists of binary or
contact-type signals indicating the state of a valve or pump,
alarm contact, pressure switch, etc. This classification also
includes pulsing signals, such as those which might come from a
flow meter. Analog input information is in the form of current,
voltage, RTDs and thermocouples. Digital output takes the form of
relay contacts for use in valve and pump operations. The analog
counterpart provides the setpoint for control of varying process
parameters (ie, flow control, temperature variance, pressure
control).

The sequential polling of the RTUs by the MTU provides the
operator with real-time information regarding pipeline events and
parameters. When a command is entered at the CRT/Keyboard, this
scheme is interrupted, and the command is immediately transmitted
to the RTU at which the control point is located. Polling then
resumes at whatever point it was interrupted.

THE SHIPBUILDING INDUSTRY

In contrast, the typical U. S.-built commercial marine
automation system is comprised of one or more large consoles
densely packed with indicators, pushbuttons, meters, gauges,
printed circuit cards, relays, and miles of wire. This maze of
electronics and pneumatics is then connected to the propulsion
plant and its auxiliary systems via additional miles of cable and
tubing supported on tiers of wireways and pipe hangers.

Two Eras of Technology

As a result of an apparent conservative attitude by owners,
shipyards, and regulatory bodies, the commercial marine industry
is at least 10 years behind the pipeline industry in the
application of state-of-the-art technology to automation.

In 1971, TANO Corporation delivered its first computer-driven
supervisory and control system. This system was preceded by*several years of hardwired schemes which still involved remote
telemetry. In July, 1981, the first commercial marine system
having some form of intelligence incorporated into the monitoring
system was completed at the TANO facilities and delivered to the
customer. However,the processors were used only for alarming and
monitoring of the non-regulatory body required functions. No
control was implemented via the CPUs. It should be noted that
foreign-built ships have been using computer technology in marine
automation for several years.
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Maintenance

The level of expertise of typical shipboard operating
personnel, coupled with short tours of duty, may create
maintenance difficulties. In the petrochemical industry,
maintenance technicians are permanent, full-time employees, which
affords them the opportunity to develop familarity with all
aspects of an operating system. Ship owners, for the most part,
do not have this luxury. Shipping firms have become highly
dependent on the original manufacturers and outside field service
enterprises for automation system maintenance. However, we feel
that this situation can be reversed by enhancing the curriculum in
the maritime academies to include additional emphasis on computer
technology and system maintenance. The development of more
sophisticated diagnostics for the shipboard data telemetry system
can aide the operating engineer in making fault diagnosis and
correction.

Production Improvements Can Cause Problems

With the advent of modular ship construction techniques in
the U. S., the installation and termination of instrumentation and
control wiring has surfaced as one area of production difficulty
requiring further attention. Large percentages of this type of
cabling require inter-module routing which dictates that complete
installation cannot be accomplished until two or more adjacent
modules have been assembled on the ship. Similar problems also
exist in the overhaul and refurbishment of older ships. Another
area of concern in today's shipbuilding industry is the
ever-increasing cost associated with the installation of
multiconductor, armor-jacketed cable, both from a materials and
labor standpoint.

A Solution

The potential exists, through the use of time-proven SCADA
technology, to monitor and control an entire machinery plant via
four wires. The cost savings in cable and installation labor can
amount to a few percent of total ship cost. This can easily
equate to seven digit numbers.

SUPERVISORY CONTROL APPLIED TO MARINE AUTOMATION

The following section presents a phased approach to the
application of SCADA technology to marine automation. As the
various potential configurations are presented, an increased
emphasis is placed on the capabilities of the processing system.

Phase One: Marriage Of Old And New

Figure 2 depicts one possible arrangement for a shipboard
remote telemetry system.

The configuration features the following major components: a
dual microprocessor-based MTU, control console, and a group of
remote telemetry units at strategically selected locations
throughout the machinery apace. The master terminal unit's dual
microprocessors with its memory, loading media, and communications
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are supported by two identical buses. While each bus has its own
set of interfaces, the peripheral input/output devices are common
and switchable to whichever processor is in control of the system.
With fully-redundant communications, one CPU can be operating a
listen-only mode, thereby placing it in a hot-standby condition
ready for takeover should the primary processor fail. The
fail-over is controlled by a watchdog timer resident on each
microprocessor's bus. This device will monitor bus activity and
control switchover to the backup unit if the primary CPU should
halt. This redundancy approach, typical of many pipeline systems,
provides a high degree of system reliability. The controlling
processor acquires data by sending out, on a pair of wires, the
address of an RTU at which the desired information is located.
All remotes on the same communication circuit will receive the
polled address, but only the designated unit will respond with a
data transmission back to the host. The subject system depicts a
distribution of remote units arranged by subsystem. For example,
one RTU located near the ship's diesel generators provides a focal
point for the generators' instrumentation and control wiring;
another RTU might be dedicated to all monitoring functions of the
main engine, including bearing, exhaust, and cooling water
temperatures.

The control room contains a console similar in appearance to
conventional control consoles, However, this unit contains very
few wires which interface directly with the machinery plant. All
indicators, meters, alarm lamps, and pushbuttons are wired to a
parallel data interface accessible by the controlling processor.
Field data gathered by the host is output to the console via
parallel lamp drivers and digital-to-analog converters. For
annunciation purposes, the processor performs all of the required
functions; ie, setpoint checking, time delay, hysteresis, visual
flashing, audible indicators, and first-out determination. When a
pushbutton is depressed for controlling action, the MTU
immediately transmits a command message to the designated RTU,
which in turn opens or closes a relay, thereby effecting control.

Additionally, the control system contains a printer for alarm
and data logging, and a CRT/Keyboard. This device provides a
central display from which the operator can examine the current
state of all plant equipment and parameters. Alarm setpoints for
analog processes can also be modified from this unit.

Phase Two: Less Old, More New

The system represented by Figure 3 shows an evolution away
from the densely-packed console. The non-regulatory body required
(non-vital) parameters have been eliminated. Only vital alarms,
indicators, and meters are retained. Non-vital points are
monitored and control is effected through a color CRT terminal
having graphic capabilities. A few strokes at the keyboard will
result in a pump starting or valve opening. The processor checks
for and verifies the completion of this operation by changing the
color of a graphic symbol representing this device on a piping
diagram mimic.

Overall system response time is enhanced by the incorporation
of additional communication lines to the remote telemetry units.
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marriage of computer and audio technology makes possible the
immediate notification of any critical event. This is effected by
locating speakers throughout the vessel. Advisement of corrective
action to be taken is within the realm of application using
processor-driven speech synthesization techniques.

CONCLUSION

This paper has presented one potential evolutionary sequence
in the application of supervisory control diciplines to marine
automation. Many other time-and-technology-phased schemes are
possible.

Why then are we not incorporating this advanced science into
ships now under construction? It is the author's opinion that the
commercial marine industry tends to be very inertial. Union
influences and a general reluctance to try something new have been
contributing factors in stagnating commercial marine automation.
However, with spiraling labor, fuel, and materials costs, I feel
that the horizon is now here and the 1980's will see significant
advancement in the application of computers and state-of-the-art
technology to this lifeline industry.
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EXPERIENCE IN DEVELOPING A DIGITAL DISTRIBUTED
CONTROL AND SURVEILLANCE SYSTEM.

by C.T. Marwood
Hawker Siddeley Dynamics Engineering Ltd.

ABSTRACT

A microprocessor-based control and surveillance system for a
Naval CGAG propulsion system has been designed and built, for eva-
luation against a ship simulation. The effect of the constraints
imposed during definition and design are examined, particularly the
need to minimise cost throughout the 20 year ship life. The problems
resulting from applying new techniques in this field are examined, and
the initial design aims reviewed. A revised system is described which
uses the experience from this development to improve performance and
cost effectiveness.

INTRODUCTION

The contract to develop a Demonstration control and surveillance
system for future Naval ships was awarded to HSDE in 1978. Because of
the significant software content, Y-ARD were appointed as independent
software auditors by the Ministry of Defence (Procurement Executive),
and contributed significantly to the software development and testing.
A number of features new to marine propulsion were involved.

i. Specification of the system operation using Functional Block
Diagrams.

2. Distributed, microprocessor based hardware.

3. Serial data links.

4. Nuclear hardness requirement.

5. Software language and structure suitable for 20-year life.

The main purpose of building a demonstration system was to eva-
luate these features on dry land using simulated ship machinery, so
that the standard required for the first ship application could be
established.
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REQUIREMENTS

The requirements for this propulsion control and surveillance
system were formulated over a number of years from studies carried out
by the Ministry of Defence (Procurement Executive) assisted by Y-ARD,
HSDE and others. (Ref I) A typical reference ship was specified,
with two controllable pitch propellers each driven by two gas turbines
in a COGAG configuration. The Statement of Requirements for a
distributed propulsion control system for this configuration was
specified in two parts. The first part contained the overall
requirements such as environmental ranges, reliability and
maintainability, but also included specific directives on the choice
of microprocessor and software structure.

The second part defined the operation of the system using
Function Block Diagrams, without specifying how it should be imple-
mented in terms of hardware or software. The overall system schematic
is shown in Fig 1.

Initial Constraints

At the stage when the Statement of Requirements was drawn up,
many of the constraints arose from the overall operation of the ship,
including the reduction of current manning levels, the policy for
equipment procurement, and the total 'cost of ownership' of the
control system including support over the 20-year life of the ship.

These constraints and the related headings in the Statement of
Requirements are shown in Fig 2. 'Availability' here is used to mean
the proportion of time during which the system is operable during a
mission, where operability depends on the amount of the system which
is functional. Flexibility includes both ease of modification if
requirements are changed, and adaptability to other control functions,
or different sizes of ship. This was one of the key factors which led
to the choice of the distributed system rather than the centralised
controls on previous ships, which are more vulnerable to damage in a
single area. The other contributing factors of increased monitoring
and reduced wiring arise from the need to increase automatic moni-
toring in order to cut down on manpower, while cutting down ship's
wiring by putting the data collection system close to the machinery.
This has the consequence, however, of degrading the environment for
the plant control units. Some constraints such as the selection of
microprocessor and language to be used arose from the need to standar-
dise equipment, not just on the ship but as part of an overall Ministry
of Defence policy. (Ref 2)
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SYSTEM CONSTRAINTS STAGE 1-2

INITIAL SYSTEM STATEMENT OF REQUIREMENTS

FUNCTION/PERFORMANCE

Control functions Function block diagrams
Machinery protection 7 Torque thrust limits, power

schedules
Availability Fallback operating modes

Distributed structure
Increased monitoring Reliability

Test/Diagnostics/Repair
Data collection and validation

Ease of operation Control/Display parameters

ENVIRONMENTAL

Space allocation
Vibration and shock

Controls location Temperature
Machinery Humidity/contaminants
Nuclear attack Nuclear hardness

COST HARDWARE

Spares, support Standard microprocessor type
Training
Ship wiring Serial data links
Flexibility Modularity

SOFTWARE
High level language - CORAL
Portability - NO CORAL variants
Modularity - structure - MASCOT
Documentation JSP 188

Figure 2. System Constraints Stage 1-2.



OVERALL SYSTEM DESIGN

After receiving the Statement of Requirements it was necessary to
establish the hardware/software split and subdivide the software bet-
ween general purpose Systems tasks, and Applications software specific
to the function of one particular part of the system. This procedure
was similar to the process for microprocessor-based products described
in Ref 3, and consists of selecting the most appropriate way to imple-
ment the Function Block Diagrams. These diagrams largely defined the
Applications software but did not identify the Systems software needed
to support it.

For a flexible system providing monitoring as well as control it
was necessary to simplify the hardware so that all signals for moni-
toring or control, could be treated in a similar manner while func-
tions which depend on multiple signals are performed by software. The
resulting split is shown in Fig 3, where the hardware function is
restricted to interfacing to machinery, controls and displays, conver-
ting the signals to digital form, while all other functions such as
control of scan rate, scaling, level detection and control schedules
are performed by software.

The advantages of this approach are:

- Standard hardware for multiple applications.
- Minimal number of different card types.
- Minimal design for interfacing new types of signal.

The penalties of general purpose hardware are that the number of

channels per card are fixed, and thus a card may not be fully utilised.

Hardware Design

The constraints arising from the Specification of Requirements are
shown in Fig 4. The physical structure was determined by the environ-
mental requirements, and a specially strengthened card frame was des-
igned to meet the shock levels. Double Eurocard boards were found to
be too resilient in spite of extra thickness, so metal stiffening bars
were added. Each plant control unit is a self contained cabinet with
its own processor, power supplies and control panel for local
operation. (Fig 5)

The environmental constraints were also significant in the selec-
tion of components, which must not only operate at an ambient of I00C
but also withstand specified levels of radiation and electromagnetic

pulse from tactical nuclear weapons. This considerably narrows the
choice of semiconductor manufacturing techniques.

The microprocessor sysLem structure was determined by the use of
. a standard microprocessor card, to which memory and interface cards

are linked by a data bus. Space saving affected the selection of
number of signals on each interface card, since a plant control unit
must have a capacity for over 200 signals, which are a mixture of II
types of input and output including frequency, voltage, current,
resistance and thermocouples.
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HARDWARE CONSTRAINTS STAGE 2-3

STATEMENT OF REQUIREMENTS HARDWARE DESIGN SPEC

Function block diagraias

Torque thrust limits,

power schedules
Fallback operating modes CONTROL CABINET
Distributed struct-ire
Reliability Duplex power supplies
Test/Diagnostics/Repair Fault display
Data collection and validation
Control/display parameters Control panel layout

Space allocation
Vibration and shock Rugged construction
Temperature Air recirculation
Humidity/contaminants Watertight enclosure
Nuclear hardness

CIRCUIT CARDS

HARDWARE Component selection
NA Data bus

Standard microprocessor type Processor card

Serial data links ata link cards
Modularity Interface card types

SOFTWARE

High Level language - CORAL
Portability - NO CORAL variants
Modularity - Structure - MASCOT
Documentation JSP 188

Figure 4. Hardware Constraints Stage 2-3.
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Figure 5. Local Control Panel
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These are interfaced by 5 types of card which convert the signals
to digital form. Special care was taken to prevent noise from reaching
the data bus.

The structure of each of the seven microcomputer units in Fig 1
is similar, and varies only depending on the number of interfaces with
plant machinery or other units. (Fig 6) The processor card uses the
Ferranti FI00-L 16-bit microprocessor and associated floating point
arithmetic unit, programmable real time interrupt clock and up to 4K
words of random access memory. Programmable read-only memory is used
for all the program code and fixed data. On board ship this will be
fusible link PROM but during development erasable PROM is fitted.

The Ferranti Serial Signalling System is used for all inter-unit
links. Each unit has two or more Data Terminal cards, which convert
groups of 16-bit words into message blocks by adding a header which
identifies the type of message and a check code. The message is con-
verted to serial form and transmitted down the four-wire link, which
allows simultaneous two way communication. One terminal links to the
system control unit and is used for sending control signals and warn-
ings, whilst the second is mainly for surveillance data, but can also
be used for diagnosis. Each data link can operate at rates of up to 3M
bits/sec.

The expander enables four links to be driven from one Data terminal
and is only used in the system control unit.

Further details are given in Ref 4.

Software Design

The structure and modularity of the Software largely depend on the
use of MASCOT - Modular Approach to Software Construction and Test.
This provides a framework of rules for modularising the software with
well defined interfaces, so that changes do not propagate throughout
the system. The intention is to make the control and monitor software
independent of the type of processor used, and the hardware configur-
ation. This is borne out by the constraints shown in Fig 7, where it
is clear that the propulsion control software depends on the Function
Block Diagrams, while only those tasks directly associated with hard-
ware - Interfacing, Link Handler and Kernel - depend on the hardware
specification.

This split between Applications and Systems software described
earlier is biased towards minimising the Applications category by the
overall requirements. The resulting memory requirements are shown in
Fig 8.

This has been achieved by making the Data Management and Message
Routing system, which arranges for the distribution and collection of
information, largely independent of the number of processors in the
system and the types of hardware connected.
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SOFTWARE CONSTRAINTS STAGE 2-3

STATEMENT OF REQUIREMENTS SOFTWARE DESIGN SPEC

Function block diagrams Propulsion control

Torque thrust limits,
power schedules

Fallback operating modes
Distributed structure Data management
Reliability Monitor
Test/Diagnostics/Repair
Data collection and validation Interfacing
Control/Display parameters

Space allocation
Vibration and shock
Temperature

Humidity/contaminants
Nuclear hardness

HARDWARE

Standard microprocessor type Development system
hardware

Development system
software

Serial data links Compiler pre pass
Modularity Link handler
SOFTWARE Communications
High level language - CORAL Separation of soft-

ware tasks
Portability - NO CORAL variants Library routines
Modularity - structure - MASCOT Standard Kernel

4(executive)
Documentation JSP 188 4 levels of

definition

Figure 7. Software Constraints Stage 2-3.
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Reducing the Applications software in this way minimises the cost
of developing new systems but involves some increase in memory require-
ment and run time.

The MASCOT Kernel organises the time sharing of the processor
between the software tasks by organising queues and allowing access to
the highest priorities. The process relies on each task relinquishing
the processor after a given time rather than forced rescheduling, and
minimises queueing overheads. Software design followed the 'top down'
approach of defining the top level of organisation followed by the split
into tasks and then the modules of which each task is composed, before
starting the actual coding in CORAL which generated the lowest of the
tour levels of documentation.

Testing on the other hand started from the bottom upwards, proving
each module before assembling them into tasks. It was decided early on
that the microprocessor development system alone would not be adequate
for a project of this size where several programmers are checking,
amending and compiling simultaneously, so a multi-user main frame system
was set up with CORAL compiler, microprocessor simulation and other
support software, linked to microprocessor development systems to test
the compiled programmes. The software is loaded into PROM memory using
a programming unit directly linked to the main frame computer.

INTEGRATION AND TEST

The policy of 'bottom up' testing was followed in the hardware as
well as software, using the Ferranti Development System (FDS) for
proving individual cards before assembling a complete processor system.
The FDS consists of a card frame with resident processor, memory and
Interface cards linking to VDU and disc handler, with spare slots for
inserting the card under test.

During the next stage each of the Plant Control Units (PCU) was
Litled with tested cards, and down loaded with test software from an
FDS usinc a serial data link. Special test equipment was built to
provide input and output signals equivalent to the plant machinery, so
that each of the interface channels could be exercised and the overall
Lunction of the PCU checked. As no in-circuit emulation was
available, the only means of direct communication with the processor
was via a handset keyboard display using machine code. Once the test
software was loaded and running a VDU or FDS could be linked to the
system and used for memory access or software interaction.

In parallel with PCU testing, the communications link software
was tested separately, using FDS units with serial data link interface
hardware. Once this was proven the testing of the System Control Unit
(SCU) hardware, which is the star point of the communication system,
could begin.

Having proven the hardware and that part of the software which
controls the function of each unit as a free-standing processor, the
major task of testing the overall communication and co-ordination of
the system began.
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Due to programme constraints of time and effort it was decided to
proceed with connecting some of the PCU's to the plant simulation at
the evaluation centre while the overall software proving continues.

At the time of writing, three PCU's have been linked to the simu-
lation and prelimary tests have been successfully completed.

DEVELOPMENT PROBLEMS

The principal problems arose from the impact of the irresistible
torce of expanding software meeting the immovable object represented
by the 32K address limit of the processor. The immediate effect was
diversion of effort into optimising memory requirements and delays in
testing because there was insufficient space for diagnostic routines.
A paging system was devised but has not been adopted because of the
associated changes needed to software development facilities and

program structure.

The increase in software overheads has also affected response
times both within the PCU cabinets and in the communications system
which links them. The communications hardware deals with the lowest
of the four levels of control by carrying out the message framing and
cyclic redundancy checking, but the remaining three levels including
master/slave reltionship and retransmission are controlled by the
microprocessor. This takes up a significant share of processing and
memory resources, particularly in the SCU which handles multiple links.
Further devclopment on software optimisation and tuning is expected to
give significant improvements.

LESSONS LEARNED

Functional block diagrams were found to be useful for defining the
overall system operation, but when expanded to the lowest level with
hundreds of input and output signals they were difficult to interpret
because of the differences between the organisation of the data in the
diagrams and the hardware layout. It should be appreciated that the
diagrams only represent the control functions which are a small pro-
portion of the overall software. They are also useful only as long as
they are kept up to date, which is a task best performed on a word
processor.

Much of the response delays arise from using general-purpose soft-
ware routines, designed for total processor and configuration indepen-
dence, to carry out simple tasks which need rapid execution such as I/O
data scannning and communications protocol. While this is a desirable
long-term aim, it is difficult to achieve given the memory and speed
constraints of present day hardware. Re-examination of the overall
data collection system shows that many of these tasks can be carried
out much faster and cheaper using hardware, without losing the
flexibility to add channels or modify scaling values.

Designing the hardware to withstand the specified levels of nuclear

activity has had more extensive effects than were originally foreseen,
and thL increase in devclopment and build cost is significantly more
than the difference in component prices. There were very few suitable
microprocessors available, of which the FI00L was by far the most
suitable.
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However, support chips, memory and other devices have had to be
chosen from a restricted range of bi-polar and other hard technologies
rather than third generation VLSI, resulting in a comparatively low
packing density and high dissipation. Special power supply regulators
also had to be designed rather than using low-cost general purpose
units.

The bus linking the processor, memory and I/O cards was chosen to
be the FI00L processor bus, and space was allocated on each card with
the intention of standardising on the MODBUS system in line with
Ministry of Defence computer policy. The penalties of this approach
are that a significant area is dedicated to interfacing, using high-
dissipation devices whose wide range of operating modes is under-
utilised.

In spite of these problems, a viable system has been built and
much useful information gained by trying out new approaches in hard-
ware and software and measuring the results.

All software, except for a few lines of code, has been written in
a high-level language, (CORAL 66), and can easily be transferred onto
other types of processor. The number of types of card has been mini-
mised, reducing build and spares costs, and a highly reliable supply
voltage regulator with proven immunity from RFI and EMP interference
has been developed.

REVIEW OF REQUIREMENTS

Before starting the development of the revised system, HSDE made
a careful review of the requirements to assess needs of Naval Ships
throughout the world.

The initial design aims at the time of designing the Demonstrator
system can be zummarised as:

Flexibility

Cost Effectiveness

Long life software

Ruggedness

Maintainability

Performance

These are all still necessary, but as in any multi-variable prob-
lem the solution depends on the emphasis given to each requirement.

Flexibility.

The ability to change configurations has been emphasised to the
point where it was felt desirable to be able to plug additional plant
units into the system without changing any software. It should
certainly be possible to add or amend individual control and monitor
signals by onboard changes, but an extra processor would generally
imply machinery changes requiring a refit, during which PROM memory
cards could be replaced by modified versions containing additional
software, with minimal cost and effort.
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Cost Effectiveness

Since this system replaces separate control and monitorinq systems
used at present, significant savings in equipment and cabling costs
have been made possible. However, the initial cost On smaller ships
needs to be brought down to compete with analogue controls.

Long Life Software

Processor independent software is essential for the upper level
systems functions, particularly where changes are likely, to ensure
that hardware obsolescence does not require a ma3or software rewrite.
However, the hardware/software split should be made such that simple
routines which affect performance or response time are performed
quickly, either by hardware or low-level firmware. The data 1/O system
and inter-processor communications link should also be independent of
the type of processor used.

Ruggedness

The techniques suitable for machinery space electronics are well
known to designers of engine-mounted systems, but the combination of
nigh temperature and nuclear hardness greatly restricts component
selection with corresponding cost increase. Minor changes to specifi-
cation can significantly reduce space requirements and heat dissipation,
as well as build and development costs.

Maintainability

A microprocessor system should be serviced as a set of black boxes,
with a simple diagnostic system to identify the box to be exchanged.

The diagnostic equipment should be available with the first hard-
ware, and should also check the interfaces between the black boxes.

Performance

The trend towards reduced manning increases the number of points
to be monitored, and the need for dynamic data recocding demands a
fast scan rate. Future ship systems must offer a high performance
data collection capability.

THE WAY AHEAD

Revised Plant Control Unit

In deciding the best way to implement the revised requirements,
it has been important to use as much as possible of the hardware and
software experience from the Demonstrator system. HSDE have decided to
go ahead with the development of a revised system which overcomes the
problems identified earlier, and also offers a number of other advan-
tages. This system which is described more fully in Ref 5, is equally
suited to monitoring, control or a combination of both. The principal
teatures of this system are:

A simplified input/output bus, completely separate from the
processor bus, to which the I/O cards are connected.
This reduces the amount of system electronics on each I/O card.
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- A scan controller which uses the I/0 bus to col'ect data, convert
it to digital form and store it in memory for processor access.

- Separate control and communications processors, handling the data
conditioning and validation, and the serial data link protocol
respectively.

Fig 9 shows the structure of the system, with the scan controller
forming the link between the processor bus and the I/O bus. This makes
it possible to change to an alternative processor without altering the
input/output interfacing cards. In a market where the choice of proc-
essor may be determined by customer policy, and obsolescence is likely
to be a recurring problem during the lifetime of a ship, this faci-
lity is very desirable.

The I/O bus itself has been designed for high scanning rates, but
can also be operated slowly by switches for diagnosis. Because scan-

ning is sequential, the input and output data rates are simple to
calculate.

The control and communications processors are designed as a two
card module, which includes the PROM and RAM memory for the unit, and
thus replaces four cards in the previous system,

Revised System Control

The System Control Unit which co-ordinates the Plant Control Units
uses similar hardware to the Master Unit in Ref 5, consisting of a

double communications module capable of driving up to 20 serial data
links, and a control module with its own processor and memory which is
dedicated to the control and monitoring function. The increased proc-
essing power overcomes the problem of communications delays caused by
peak data traffic on the monitoring system.

In a stand-alone propulsion control and monitoring system the SCU
is linked to control panel units at the Ship Control Centre and Bridge
as in Fig 1. However, since the communications system capacity is
greatly increased, the SCU collects all the monitoring data as well,
and provides a single output to the monitor and display system, repla-
cing the separate serial links from each Plant Control Unit previously
required.

Data Highway Connection

If a ship Data Highway is available, the propulsion control system
should be attached to it via the SCU as shown in Fig 10, rather than
the conventional manner of linking individual units directly to the

highway. There are several arguments for this configuration:

I) A fallback control position can be provided at the SCU as
shown. With a conventional highway this would require an addi-
tional processor and highway node connection.

2) Only one highway node is needed to attach all the Plant Control

units. As there are several types of highway, this system can
be attached with the minimum of hardware and software inter-
tacing, since the control commands at the SCU input are very
simple.
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3) A standby SCU can be added for maximum integrity, or fallback
increase/decrease control direct from the SCC to each Plant
Control Unit can be provided using a new link designed to fail
set for open circuits or any cross connection of the three
control wires.

CONCLUSION

The development of a distributed, microprocessor-based system
combining control and monitoring, brought together for the first time a
number of techniques new to the marine field, with an additional requi-
rement for nuclear hardness. Ineveitably there have been new lessons
to learn, many of which would never have emerged from paper studies.
An examination of the constraints during the development shows that
where multiple constraints converge on one design activity, the risk
ractor and development cost are likely to increase. A review of requi-
rements and development problems has led to a revised system which
overcomes the major difficulties and employs more cost-effective semi-
conductor technology.

The Demonstration project has already achieved much of its purpose,
which was to evaluate the new features of the system and thus reduce
risks on the next ship programme. These features can therefore be used
with confidence on future ships. The revised system is offered by HSDE
as an alternative for less exacting nuclear environments, making use
of the experience gained and providing an improved data collection
capability.
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THE CONTROL OF NAVAL CONTROLLABLE PITCH PROPELLERS
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INTRODUCTION

It is the purpose of this paper to indicate what can be achieved
in respect of pitch control and to give some guidance on the degree
of complexity which results.

The CPP's of destroyers and frigates commonly cost a great deal
more than those of large car ferries. Whilst writers of naval CPP
specifications sometimes state that complexity of design should be
avoided, their specifications quite often make this desirable end
difficult to achieve.

There is little between the requirements for a warship and those
for a large car ferry - indeed the latter will be more demanding in
respect of precision of pitch holding when going astern. Until fairly
recently, the warship required more elaborate blade design, but now
the ferry also requires elaborate blade design for somewhat different
reasons - the comfort of passengers and crew accommodated right aft.
So at first si-ht, current standard commercial CPP's will suffice for
frigates and destroyers, and indeed some of the smaller of these ships
ate so equipped.

There are however penalties, essentially in respect of weight
rather than accuracy, if standard commercial CPP's arc fitted to war-
ships. This is largely due to the different amount of shaft boring
considered appropriate.

PITCH ACCURACY

It is necessary, both to achieve the desired power absorption and
for military reasons, that naval CPP's hold pitch repeatability within
o or so, and desirable that a better figure - say 0 - be obtained in
all circumstances when cruising at sea. In contrast, the accuracy of
pitch when the ship is manoeuvring in harbour is significant only
around the zuro thrust position. At other angles t 10 might well
suffice, though there is no difficulty in doing better providing the

rate of change of pitch demanded by the control system is within the
output of the CPP hydraulic pumps and system.

Table 1 compares single acting and double acting propellers in
respect of pitch changing ability, the four types of propeller chosen
being those manufactured by the author's company. The reduction in
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Table 1. Comparison of PiLch Changing ability, Single Acting and Double Acting Propellers.

Hub Model Oil Pressure Nominal turn- Approx. Effective Bolt array bend-
Dia. ing Moment nominal % Moment on ling modulus

on Crankring loss due to blade
mm KNM friction at KNM cm

3

Zero thrust

870 XX 4 375 psi 49.5 Max. 35 32 1750 approx.

650 psi 85.8 Max. 35 55.8

a80 XL 4 1800 psi 57 Min. 69 17.7 1520

860 XK 4 500 psi 41 Max. 61 16 1480

860 XS 4 600 psi 29 Max. 57 12.5 1226

(blade journal)

Note: 375 psi is approximately the pressure utilised in Type 42.

650 psi)
1800 psi) is approximately the pressure the standard design is considered -or, though the
500 psi) XX and the XS are sometimes over-rated for specific applications after suitable
600 psi) attention to detail.



frictional losses in the hubs of double acting propellers are start-
lingly large - sufficient to be of importance when selecting which
type of propeller to fit. In fact, only double acting propellers
could meet the manoeuvring specification demanded by some navies in
the last decade, i.e. ability to meet any demanded pitch angle at any
ship speed and at up to full propeller rpm. The first ships - to the
author's knowledge - in which this severe requirement applied, were
the Vosper MK5 and MK7 frigates for Iran and Libya, ships with over
23,OO stir per shaft and propellers rotating at more than 400 rpm at
full speed. Now that more moderate propeller conaitions are asually
selected, single acting propellers will meet the actual manoeuvring
requirements of most warships, saving money in first cost, despite
their requiring more pumping power to overcome frictional losses. The
additional friction of single acting designs does, however, impose a

delay in response to controls demands, and the significances of this
delay requires assessment if dynamic response is to be given serious
consideration.

A fairly typical figure for the pressure change required to over-
come frictional effects in a large 500 psi single acting CPP on the
test bed is 65-70 psi, and for a 500 psi double acting propeller is
only 30 to 38 psi. It will be seen that whatever control system is
adopted the delay time in establishing a change of motion in the
single acting propeller might be approximately twice as great. This
disadvantage will also apply to single acting propellers of the
trunnion bearing design, thouqh not to so great an extent.

Taking a typical frigate with double acting propeller, it is
likely that the pressure change required will have to be effective
throughout a volume of some 70 Imperial gallons of oil if inboard
control is used and 30 gallons if a hub control valve is used. In the
latter case the entire 150' long valve rod has to be set in motion by
an auxiliary servomotor subject to its own time delays, so that the
time delay between an order being received at the inboard main control
valve in the one case or the auxiliary servomotor control valves in
the other and propeller blade motion is likely to be between .5 and 1
seconds in either case. With a single acting propeller the overall
delay - at full rpm on a test bed installation - is about twice as
great.

Performance at sea is, however, of more interest than test bed
performance, and performance at sea is assisted by the fluctuations in
load induced by the ships wake. Friction coefficients of propeller
bearing material pairs average around .17 (Figures 1 and 2 show
measurement machines for fricticn and wear rate), but even inder
heavy loads power losses calculated using this figure are not met with
in practice since the propeller is always subject to quite large
cyclic fluctuations in water flow and these reduce apparent friction.
It is indeed practically impossible to propound a reliable average
figure. The better designed the ships hull and A frames, the less
fluctuation in loading occurs to each blade in passing through the
various wake shadows which it meets in the course of each revolution.
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However, a figure of .12 instead of .17 is sufficiently conservative
for use in calculations for fine lined twin screw ships. This leads
to the delay times found at sea being substantially less than those
met with on the test bed (with average sea loadings simulated by cen-
trifugal force on loading arms). Figure 3 shows a double acting
propeller on its test bed. Figure 4 shows a similar test bed for
single acting propellers.

Figure 2. Friction and Wear Rig.

I L-4



Figure 4. commercial Propeller Test Rig.
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It may well be asked, however, whether a delay in response of as
much as 1 or 2 seconds would be significant in manoeuvring a ship
displacing around 4000 tons and able (say) to provide not more than
an average stopping force of 150 tons per shaft during a manoeuvre
from 30 knots to zero.

In practice, the emergency stopping time of the ship (from full
speed, full power) of nearly 30 seconds is unaffected by the addition
of a delay of between 1 and 2 seconds in initiating propeller move-
ment - since a delay of this order is needed initially to reduce the
input of fuel to main gas turbines sufficiently to make it practic-
able to change pitch without risking overspeeding and tripping the
engines.

Similarly, the opposite manoeuvre of accelerating a frigate from
stop to full speed is in practice entirely dependent on the rate of

accelex.-tion which it is sensible to apply to the ships gas turbines.
Both single acting and double acting CPP's will commence moving ahead
from their zero thrust position well before the rate of engine accel-
eration can become significant. The rate of pitch movement thereafter
towards design pitch can readily be programmed to suit the gas
turbine. The CPP pumps, within certain limitations which are discuss-
ed later, can be sized accordingly. So whilst it might be thought
that the CPP design would be critically affected by delays in response
and by control rate requirements during emergency stops and emergency
acceleration - in practice it is not so. The stresses set up in
propeller and shafting most certainly are important, but control
requirements are not, always providing that servomotor power is
adequate to change pitch comfortably within the pressure limitations
of the system fitted. It is, of course, possible to devise optimum
programs for pitch/throttle positions throughout both the emergency
conditions postulated, and a degree of advantage results. It is
nevertheless also possible to provide in a control room merely one
lever to control throttle position and another to control propeller
pitch. An engineroom artificer or mechanician with E.R. ticket
should prove capable of manoeuvring his ship without any controls
interconnecting the two, given training and adequate (but simple)
instrumentation. It is indeed very desirable that good hand controls
should be available for throttle and pitch, for in action electric
leads and control cabinets are far more susceptible to splinter
damage and to fire than were the control rods used some years ago.

LIMITATIONS ON PITCH ACCURACY

We have seen that pitch control during manoeuvring does not
necessitate very great precision. Pitch contrcl in action and indeed
whilst cruising is a different matter. It is important to know what
pitch is actually set on the blades and to be able to alter this
exactly as required for a number of reasons, including efficiency.

Naval CPP's now on offer have their main servomotors in the
propeller hub, either directly beneath the blade palms in the case of
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high pressure single acting designs (see Figure 5) or further aft in

medium pressure single acting designs. Double acting hubs vary a good
deal in internal arrangements (see Figure 6 for Stone Vickers' XX
design) but all major designers of both single acting and double act-
ing CPP's use - so far as the author is aware - either one tube or
two concentric tubes to the moving parts of their main servomotors
and use the fore and aft motion of these tubes, as pitch changes, to
indicate the extent of that change at the oil transfer box. It there-
fore follows that direct measurement of the relative position of the
forward end of the tubes against some fixed point provides the datum
for both local and remote control by whatever means - electrical,
mechanical, hydraulic or pneumatic - are preferred.

Figure 5. XL5/125 Propeller Hub.
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Figure 6. XX 155/5 Propeller Hub.

At this point a digression is necessary to explain why direct

electrical measurement of blade pitch is not resorted to. It will be
appreciated that failure of pitch indication at the propeller entails
docking the ship. There is therefore a predisposition for the
engineer to rely on the most massive moving parts of his mechanism to
transmit blade position. Those parts are necessary to the function-
ing of the mechanism, and it is merely a matter of logic to use them
additionally to provide blade angle data.

There would, however, still be a case for using electrical means

for transmitting information if there was any prospect of such inform-
ation being more accurate than that taken from the forward end of the
O.T. tubing; providing that the life of the potentiometer, its drive

and its connections working immersed in oil under pressure and under
conditions of heavy but, in part, unpredictable vibration were
adequate, and that accuracy could be maintained over a period of
years in transmitting the signals which resulted from the rotating
shafting to the ships structure. There is at present no certainty of
meeting any one of these conditions, not at a reasonable price.

In contrast, mechanical transmission is known to be reliable and

it is possible to correct most of the inherent errors in mechanical
transmission of blade position by attention to detail in design.

The double oil tube arrangement necessary for propellers with

inboard control is used by Stone Vickers to provide differential feed-
back and hence improve pitch accuracy. Most CPP designers compare
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the transmission shafting forward end with the lateral position of
the oil tube free end to determine pitch, either ignoring or compen-
sating for the fact that the propeller shaft length varies with
thrust due to shaft compression and moves across the thrust block
clearance at zero thrust (inducing a o pitch error). In single
screw ships with short shafting shaft compression can be insignifi-
cant, but it is a different matter with a twin screw destroyer, with
shafts around 150 feet in length. Typically, such a ship may have a
servomotor total stroke of 12" and a shaft compression of 2 to 3% of
this at nominal full speed thrust when both shafts are in use. There
are circumstances when the normal thrust/ships speed relationship
does not hold; when accelerating, when power is varied between shafts
or one shaft is trailed. This makes compensation difficult. Now the
oil tubes are not subject to thrust, and if carefully designed, the
effects of Poissons ratio on their length cancel out the length
increase due to pressure. They are therefore the ideal means of
transmitting hub servomotor movements to the free end of the shafting
where electronic pick offs are situated. It is believed most unlike-
ly that more accurate results could be achieved by siting the elec-
tronic sensors in the hub, even if the expense of doing so were
ignored.

The maximum variation of achieved Propeller Pitch in a Frigate CPP
System

The overall accuracy of propeller pitch control is related to
the cumulative errors in the actuator/controller, control valve and
feedback linkage of the system. It can be measured in terms of
repeatability, defined as follows:

Repeatability - The ability consistently to return, within a given
tolerance to a given achieved pitch for the same set of external
conditions; these to include pitch demand and shaft speed.

Tests have been conducted on the Stone Vickers full scale shore
test facility which represents, in most particulars, the propeller
system of a Type 42 destroyer fitted with open circuit hydraulics.
This demonstrated that a repeatability of t 0.30 of blade pitch can
be achieved under all normal operating conditions. It should be
noted that the propeller, shafting and O.T. box design is of 1970
vintage. The class is still in production, and for reasons of inter-
changeability the equipment has not been altered significantly since
that time.

By fitting the propeller system with additional transducers,
measurements were made to identify the magnitude of the errors in
different parts of the system.

(a) Actuator/controller deadband + gearing backlash = 0.080.
(Defined as the change in pitch demand to cause the valve spool
to reverse its direction of movement.)
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(b) Control Valve deadband - O, 1 8 0 .

Defined as the reverse movement of the spool which causes a
pressure difference sufficient to maintain the achieved pitch
but not to change it.

(c) Hub backlash = 0.040.
Defined as the change in pitch demand, during a small reversal

of blade pitch, between the times when the control valve spool
reaches its final position and the feedback system shows the hub
to have started moving.

(d) Repeatability = 0.08 + 0.18 + 0.04 = 0.300.
Defined as the change in pitch demand, from the start of a pitch
reversal, to the start of a change in pitch achieved: Repeat-
ability = sum of (a), (b) and (c) above.

For any future new design, it is considered that these sources

of error could be further reduced, if necessary, by attention to
particular details of the system.

In future:-

(a) The position transducer providing feedback within the Actuator/
Controller should have a linear response.

(b) Control Valve errors can be reduced by optimising the gain of
the spool assembly.

(c) The pitch feedback system should fully compensate for non-
linearities in the hub mechanism.

(d) Hub backlash can be minimised by deleting bearing assemblies
requiring working clearance from the pitch feedback mechanism.
This entails changing the pitch locking mechanism.

Use of a hydraulic system for propeller control dictates that
there will always be some pitch following error in the transient
state. The magnitude of such an error is a function of control valve
spool design combined with the pump output. Typically, the error is
a maximum of 20 between the demand position of the actuator output
shaft and the hub; the largest errors occurring at maximum propeller
loadings when large control valve spool movements are required to
achieve the required pressure differential at the hub.

It will be realised that to pass the sizeable volumes of oil
involved in pitch changing, pump pressure must rise much more than
does the propeller pressure whether an inboard valve is used or the
control valve is in the hub. Pressure loss in a typical destroyer
system changing pitch at over 3

0
/sec. can be 20 atmospheres. Porting

restrictions account for part of this pressure loss when open centre
control valves are used. When variable delivery pumps are fitted,
the loss is largely a matter of frictional effects and compression as
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two long columns of stationary cold oil are set in motion. The loss
is, of course, taken into account in assessing pump power,

Feedback Arrangements

In a recent investigation for a potential major warship install-
ation. Stone Vickers investigated a number of alternative feedback
arrangements. The first of those outlined below was the current
company standard system.

Four alternative systems have been considered:-

(a) Actuator Position Feedback

IOTOL ACUAORNTRL6wm

The control system loop is closed by a feedback signal from the
actuator position.

Disadvantage. Errors in both controller and servomotor closed
loops are cumulative, i.e. pitch error resulting from control
valve offset when holding pitch is not compensated for by the
control system. Pitch repeatability as defined above is not
affected. This offset is however minimal when the propeller is
at design pitch and ship speed is appropriate to the shaft rpm
in use.

Advantages. The number of interfaces between the control system
and the hydraulic pitch setting system is minimised simplifying
installation and fault diagnosis.

A simple and accurate local hand operating facility is readily

incorporated.

The philosophy is consistent with T.42 Open Circuit Hydraulic
System which has been shown to meet the accuracy requirements
under nearly all conditions on the test bed. Its performance
at sea is discussed later.
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(b) Servomotor position Feedback from mechanical Feedtack Linkage

KANO

13 CM. POSITI M AMC

CONTNOLLUR ACTUATCft OL Ito.y

Disadvantaes. Increased interfaces between control system and
hydraulic pitch setting mechanism.

No reduction in mechanical complexity possible over (a).

Possibility of instability.

Advantages. Accuracy of pitch setting improved, i.e. spool
valve offset compensated for in holding pitch condition and
effect of backlash in actuator drive reduced.

Local hand control available as in (a)

(c) Servomotor position Feedback usingsimlemechanical Feedback
cor t for Shaft Strain and Temperature chanq electrically

CONTROLK

Disadvantaces. Mechanical pitch indication will not be compen-
sated for feedback error and accuracy of local emergency hand
control is degraded under load, though still accurate as a
datum in the static condition.

Increased interfaces between control system and hydraulic pitch
setting servo.

Relies on transducers buried in O.T. box, reducing maintain-ability. P 1-12



Advantages. Simplification of mechanical feedback linkages
within O.T. box, hence possible reduction in pitch error due to
backlash.

Elimination of spool valve offset error as in (b).

Hand control of pitch position still possible.

(d) Servomotor position feedback using Electrical measurement of
achieved pitch.

co.~ou~gCONOL

Disadvantages. Does not provide a mechanical pitch indicator

without addition of mechanical linkage which is not essential

for remote control.

Local emergency operation will be limited to a rate control with
which it will be difficult to maintain a steady pitch.

Increase in number of control system and hydraulic pitch setting
system interfaces.

Maintainability degraded by need to insert transducers into O.T.
box.

Advantages. Eliminates complex mechanical feedback linkages and
their inherent backlash.

Permits greater freedom of orientation of actuator and control
valve.

Offset of spool valve when holding pitch is compensated
aimproving system accuracy.

After careful consideration, alternative (a) has been selected

as most appropriate for future warships, principally on the grounds
of ease of usage in service.

In selecting the feedback system which gives greatest conven-

ience to ships and base staffs, we appear to be accepting a possible
error of up to .30 t from pitch demanded. This would, of course, Le
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quite deplorable. It should however be noted that in practice a
number of factors supervene.

Fortunately the control valve design ensures that a small
constant load is applied to the actuator, thereby eliminating gearing
backlash except during transient conditions. The small load referred
to is a consequence of the control valve spool being connected to its
piston rod at one end of the spool only. An unbalanced force results,
due to the cross sectional area of the piston rod.

The .180 control valve deadband is a function of centrifugal
force on the blades and is therefore less at reduced powers (much
less at cruising speeds). At high speeds differences in water flow
as blades pass the A frame arms and the hull tends to set up pitch
changing couples which in practice reduce the .180. It is doubtful
whether it exceeds .10 in any circumstances met afloat - which
affords a rare instance of operational forces actually helping the
engineer.

We are therefore able to reply on total pitch errors of less
than t .20 in practice.

Interface with O.T. Box

It is usual in Stone Vickers design to take angle data through a
fork arm, on the pivot shaft of which are two potentiometers working
on an effective angle of 500. However, in the latest installations
LV)T's are used instead. There is no lost motion in an LVDT. If
either kind of potentiometer should become defective it can be
replaced in a few minutes, but the LVDT is the easier of the two to
set up. With controls having two potentiometers it would of course
be possible to switch from one to the other without delay. On the
other hand - depending on the reliability of the potentiometer - one
can be used for pitch indication and the other for control.

It is also good practice to have a mechanical scale at the O.T.
box, and to take particular care that it be accurately calibrated,
for obvious reasons. If hand control is to be exercised at the O.T.
box, then the artificer concerned needs to be able to be exact both
at design pitch and at zero thrust. The amount of force required to
operate an open centre control valve big enough to control the prop-
ellers of a destroyer (or an aircraft carrier, for that matter) can
readily be applied by one man if the valve is accurately made. It is
desirable that the mechanical hunting gear referred to be fitted
rather than an electrical hunting gear to reduce the difficulties of
diagnosis and checking out of controls faults, and to a lesser degree
to facilitate hand control.

It has already been indicated that there is no need to combine
pitch and engine control onto one lever, but nevertheless it is
common practice to do so, with a view to reducing the possibility of
error in obeying telegraph orders from the bridge and also, perhaps,
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to allow men with a lesser standard of training to be used as
throttle 'atchkeepers.

Optimising Performance

It has already been said that the controls program is dictated
largely by engine considerations at the beginning of major manoeuvres.
Full scale investigation in British Destroyers of the Type 41 class
indicated however that there was room for improvement in the original
controls programs to achieve optimum acceleration and retardation
from two related viewpoints.

Firstly, available engine power was not necessarily as fully
utilised as cavitation would allow.

Secondly, the angle of attack was allowed to become excessive
over part of the manoeuvre, hence not achieving optimum thrusts.

There are two possible ways of minimising this problem in future
design. The first where friendly navies are concerned is by way of
consultation with the British Royal Navy in respect of the very
extensive investigations referred to. The second is to plan the
implementation of the pitch program such that minor alterations to it
can be made on first of class trials to optimise the ship/engine/
propeller performance.

This is allowed for in our standard CPP pitch controls, which are
based on analogue computer techniques using integrated circuits.

The relationship between engine speed and propeller pitch is
produced by a pair of identical variable diode function generator
circuits mounted on a single P.C.B. For ease of setting up, the
relationship is a series of straight lines with slopes, breakpoints
and limits adjusted by means of 7 potentiometers for each curve.
Figure 7 illustrates the effect of each adjustment and Figure 8 shows
a typical pitch/engine speed relationship. To ensure the pitch and
engine speed alter in unison irrespective of how fast the command
lever is moved, a rate ci. ,uit is incorporated between the input
signal and the function generator. Movement of the control lever
from full ahead to full astern thus results in a dwell at zero pitch
which improves stopping distance of the vessel.
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CONTROL REQUIREMENTS FOR FUTURE CPPs

LCdr R.W. Allen (RN), I.E.F. Ogilvie
Department of National Defence

(Canada)

ABSTRACT

The requirement for more precise and accurate control of CPP pitch position
and pitch changes is of paramount importance in ship performance and minimization
of propeller noise. Very few control engineers have an understanding of the
forces, hydromechanics and the engineering involved with high power controllable
pitch propellers,whilst conversely very few marine engineers have a complete
understanding of the present generation of functions and circuitry associated
with the controlling elements.

The aim of this paper is to firstly outline the mechanics and hydromechanics
of a CPP and their effect on ship performance, and then to develop that theme with
respect to the control of pitch position and changes of pitch. Various examples
of CPP systems will be used to illustrate the present state of the art. The
paper will then continue to develop the requirements of the controlling mechanism
and associated controls,outlining where and possibly how improvements can be made
and where improvements will have to be made to meet the more stringent pitch
accuracy and pitch repeatability required for the minimization of propeller noise.

INTRODUCTION

Nearly all major gas-turbine powered warships up to 10000 tons, designed and
built in the last ten years, have been fitted with controllable pitch propellers.
This has been brought aboutnot because CPPs offer any advantage in propulsion
efficiency, but because of the unidirectional output of gas-turbine engines,
the aversion at this size of warship to the use of reversing gearboxes. and the
substantial manouvering capabilities provided.

At Table I is a list of the disadvantages of CPPs when viewed from the
position of propulsion efficiency:

TABLE I

DISADVANTAGES OF CPPs IN TERMS OF PROPULSION EFFICIENCY

1. Thrust/unit area for same diameter propeller has to be greater for CPPs.
Approximately l0t of thrust.

2. Larger hubs and thicker blade root sections degrade cavitation
performance.

3. Variations in I and 2 can lead to an earlier thrust breakdown.
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Notwithstanding these disadvantages, the CPP can be viewed as a propulsive
device which, because of its controllable nature has certain characteristics which
can be employed to advantage. This is particularly true in the field of control-
ling noise emission. The concept of using CPPs to make the best of this
advantage is not a new consideration and has been proposed by various naval
authorities over the last six years. It is only recently, that, by collating
results from various trials, and especially from the results of trials on the
Canadian DOM 280 class, the picture has become clearer. These results indicate
the degree of design detail of mechanical components and control systems that are
now required.

The actuating mechanics of moving the blades of the propeller hub and,
controlling ship manoeuverlng, has been well established and is achieved by
hydraulically driven mechanical linkages to the blades. A simplified view of a
typical arrangement is at Fig 1. This type of design has proven to be highly
reliable when it is considered that the environment in which they operate is
'hostile'.

TYRCAL HYDRAULIC
ACTUATING MECHANISM

Fig I

The control systems currently available are reliable, relatively simple and
easy to maintain, and are capable of changing and holding the position of the blades
within reasonably small errors. However the evidence gathered from trials has
indicated that these small control system errors, along with errors in the hub
and blades, can influence the inception speeds of the various types of cavitation.
These in turn, influence the noise characteristics of the propellers particularly
between 10 and 18 knots. Table 2 indicates the maximum errors that can be
encountered.

TABLE 2

TYPICAL MAXIMUM ERRORS IN DESIGN PITCH

1. Discrepancies between identically designed and manufactured blades -
0.25 degrees.

2. Pitch repeatability for a given pitch setting - 0.5 degrees.

3. Pitch holding accuracies - 0.5 degrees.

4. Wear and clearances in the blade linkages in the hub - 0.25 degrees.
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In spite of the existance of these errors and the need to reduce them, trials
have also indicated that by increasing pitch above the design setting, by some
three degrees, a decrease in the noise emission characteristic is achieved.
Typically propeller emitted noise can be reduced by up to 4 db at 100 Hz and 8db,
at 10 KHz.

Because a CPP can be described as an "Infinite number of propellers, where
each pitch setting is a new propeller on the same hull form" then within this
context, the pursuit of noise reduction offers a challenge, not only to the
propeller designer but to the control systems designer. To illustrate the control
requirements for future CPPs this paper outlines the propeller forces involved,
problems of measuring pitch accurately and methods of controlling the pitch. This
is then developed into some ideas as to how the goal of minimum noise can be
attained.

CONTROL OF CPPs

Mechanics of CPPs

The modern controllable pitch propeller mechanism employs the operating
principle of converting a linear applied force into torque. Because of the
constraints on hub size and the difficulties presented by the magnitude of tle
forces involved, it is currently impractical to use a mechanism which applies a
direct torque to the blades. The DDH 280 actuating mechanism is typical 'slot-
pin' mechanism, and uses an actuator cylinder located inside the ship, remote
from the propeller hub. It is primarily the experience with this equipment that
guides this discussion of propeller mechanics.

The wide variety of conditions under which it is possible to change the pitch
of a CPP makes it possible to introduce an equally wide range of forces; and it
becomes of great importance to balance the strength requirements of the mechanism
with the control requirements imposed upon it. Large actuating forces may be
required to introduce a pitch change or maintain conditions of constant desired
pitch. The frictional effects of these large actuating mechanisms, the expectation
of frequent high shock loadings and the increasingly strict requirements on pitch
accuracy and repeatability underlines the importance of this balance.

The hydrodynamic force acting on a propeller developing thrust depends
primarily on propeller pitch and shaft RPM. The actuator force required to over-
come this hydrodynamic force depends on the blade shape in as much as its line
of action determines the spindle torque to be overcome by the actuator. In the
DDH 280, the capability to overcome this spindle torque is measured by the
maximum actuator force 'P' and the moment arm 'e' in figure 2. It is important
to realize that recent trends in new design propellers tend to result in highly
skewed or irregularly shaped blades. This is likely to cause increased or
irregular torque effects over the propeller's pitch range owing to the probable
variations in the force line of action. It should therefore be expected that
spindle torques will not decrease in new designs.

Control of the pitch/RPM schedule during normal operation can significantly
reduce the magnitude of the required actuating forces. An envelope of actuating
force, figure 3, defines the worst conditions which could be experienced in full
power operation of the 0DM 280. (Curves for other CPPs are similar in shape)
Operationally determined minimums of performance generally define the most
favourable conditions. A pitch/RPM characteristic, designed into the control of
the actuator mechanism, will establish an operating evelope with much lower peak
actuation forces and will hopefully produce an optimum balance between the two
constraints. The DOH 280 operating line from zero thrust to full power ahead is
illustrated in figure 3 as an example.
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The force effect of friction in a CPP actuator mechanism represents a large
percentage of the total actuator force which must be developed to achieve a pitch
change. The vertical distance between the calculated actuator forces and the hydro
dynamic forces (middle line) in figure is representative of the magnitude of this
effect. From a control point of view, it is of some advantage that this effect is
relatively constant and independent of the propeller ouput; and disadvantageous
in its magnitude.

The designer of the pitch actuator may take account of the large external
influences on the propeller pitch by designing the entire system for a measure of
insensitivity to these shock loadings. Alternatively, he may design in, a pitch
locking arrangement whichwhen engaged, makes the system insensitive to shock loads
maintaining pitch once the set point has been achieved. If it is considered
preferrable to increase the capacity of the pitch actuator to enable continuous
control to be achieved, the mechanical components required for this application
will likely be approaching the limits of satisfactory operation due to the large
operating range of forces necessitated as a result. However, if a locking
arrangement is employed with its attendant problems of deadband. the mechanical
components may still be overtaxed and the required limits on control may not be
achieved. The overall consideration here should be one of selection of control
system hardware.

Measurement of Pitch

In almost all controllable pitch propeller designs, the actual pitch of the
propeller is measured by mechanical linkages connecting the hub/blade mechanisms,
of the shaft into the ship, to the pitch control system, and incorporates a device
which transmits a rotating longitudinal movement to a non rotating longitudinal
movement. Therefore, depending upon the position of the oil transfer block, this
device is either at the end of the shaft, (through the main wheel in the gearbox),
fig 4, or at a position between the gearbox and the shaft stern seal fig. 5. The
latter method, by its physical nature introduces a greater error in the actual
pitch measurement but dependent upon the detail mechanical design, accuracies of
better than 0O.2 deqrees of pitch are theoretically possible.
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Fig 4

Other types of pitch measurement have been employed or are being considered
and linear variable differential transformers (LVDT) have been used in the hub.
These types of measuring devices have so far been restricted to trials purposes
for measurement only and have to date not been employed as part of the control
system. Reasonably accurate measurement was achieved, typically 0.1 of a degree
but the long term reliability In a warship environment was never evaluated.

FLEXIBLE
COLPLNG r-

Fig 5

It is possible to conceive of many ways of actually measuring the pitch of
the blades accurately, and transmitting this measurement to the control system
some 100 it up the shaft into the ship. In the writing of this paper, much
thought was given to this particular problem, but it was concluded that in
weighing the advantages of a small increase In accuracy of pitch measurement
against reliability and greater complexity the present designs of mechanical pitch
measurement give the best solution. This is not to say however, that other means
of pitch measurement should not be investigated.

CPP Hydraulics

A typical servosystem can be simply illustrated as In fig 6:
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Fig 6

The pitch actuation can be pneumatic, hydraulic, electrical or even mechanical
cable in simple systems. To fit in with present ship controls the pitch actuator
is usually an electrical device and typically a stepper motor. The pump has to be
capable of not only generating the pressures to overcome the actuating forces but
the volume required, and are usually of the positive displacement type. Typical
ratings are up to 1000 psi and 100 galls/min but the output is usually selected
for a given system to limit the pitch change ram.

The spool valve represents perhaps the component, that requires the most
design effort and precision, because in this typical type of system its
characteristics should be matched as far as possible to the requirements for
actuating and holding pitch.

The above statement implies that when the highest pitch accuracy and pitch
holding is required, i.e. under steady steaming conditions, then the overall
hydraulic system sensitivity should be the highest. Unfortunately this cannot be
accomplished easily with a conventional type of spool valve because of two
conflicting requirements. These being:

a. A large movement of the spool valve is required to change pitch when the
actuating forces are high.

b. A small movement of the spool valve is equlred to hold at ahead design
pitch when the actuating forces cam be a small percentage of the pitch
change actuating forces (usually less than 30%),

A simple relationship between hub actuating pressure and the blade spindle
torque is:

P z Q *~ PB

where Qs = is the spindle torque for all

blades

1 pitch angle

A . hub sero piston area
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e - slide block drive pin distance
from the centre line

P a the hub actuating pressure

PB z hub return oil pressure

From this expression, it can be seen that the control of the spool valve
position is critical, not only in terms of the oil pressure delivered to the hub,
but the control of the return oil from the hub. Fig. 7 shows the flow curves for
a single spool valve with under lapping

/+VE. Ps

o ),

FLOW CURVES P X +VE.
FOR UNDERLAPPED
SPOOL VALVE

SUPPLY DRAIN
Fig 7

which amplifies the fact that for larger values of P, the spool valve opening is
increased for a zero flow, i.e., point B instead of point A, and the only way to
realize a larger P for a constant spindle torque is to increase the value of PB.
This illustrates only one small aspect of the development work that has to go into
spool valve design, and it is acknowledged that certain major CPP manufacturers
devote design and development effort to this field. However it is considered that
a large amount of further work can be undertaken that would realize better pitch
holding accuracies.

FUTURE REQUIREMENTS

The two major aspects that are required for future CPPs that have been
previously discussed can be itemized as:

a. The pursuit of greater pitch accuracy through better designs of
hydraulic circuitry and pitch measurement.

b. Control of the pitch over a small range (within 45 degrees around the
full power design pitch) to achieve noise reduction in the lower speed
ranges.
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Some outlines on how to achieve the first aspect and some of the avenues open
for investigation have been addressed in this paper. However it is the second
aspect which it is felt will realize the best returns on noise reduction for the
efforts employed.

It is envisaged that the contra7 system associated with a CPP design, which
aims to reduce noise by selecting the optimum pitch for a given ship speed, will
require the pitch control to be integrated with the shaft speed and torque. This
will enable the propulsive thrust to be matched to a desired ship speed. In
essence, the control of the ship's speed would be based on thrust, with shaft
speed and pitch being the variables controlled for minimum noise. From the
trials conducted to date it is postulated that the revised pitch/shaft RPM
schedule would differ from the present type of nitch/shaft RPM schedule as shown
in fig 8.

34 - .....
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0 W SHAFT RPM 230

The actual 'shape' of this minimum noise schdule would obviously depend upon
the design of the propeller and at what ship speed/propeller RPM each for of blade
cavitation becomes dominant. For example at low ship speed blade tip cavitation
is dominant over hub vortex cavitation whilst at higher ship speeds bubble
cavitation, with its lower frequency noise may be less desirble than face sheet
cavitation with its higher frequency noise. At fig 9 is a basic outline of a

:, control schematic which for a given demand for ship speed, a percentage thrust is
set, which in turi) sets the two variables, propeller RPM and pitch, to give the
minimum noise.

It is conceivable that the 'loop' on the whole pitch/RPM control can be closed
by feeding back a noise signal from a hydrophone mounted on the hull near the
ropeller, So far this idea has been discounted because of the complexity of the

noise emitted from a propeller and it would be difficult, if not impossible. to
filter out stray hull emitted noise. The concept of adjusting the pitch/RPM
schedule for minimum noise has some justification for being the course of action
likely to produce a significant positive overll effect an noise emission - these
schedules being set by trials in the first of class.
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CONCLUSIONS

This paper has attempted to outline the areas of CPPs and their control
systems in which improvements could be made. i.e., minimization of propeller noise
and reduction of the detection/acquisition range being of prime importance. To
substantially achieve this end, concentration should be given to using the
modifications proposed herein. Existing warship CPP control systems are
configured such that it is entirely feasible to replace the pitch/RPM schedule
with one specifically designed for low noise, with little alteration to the
installation. This approach should be pursued by CPP designers and manufacturers.
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MULTIVARIABLE CONTROL OF A SHIP PROPULSION SYSTEM

P. T. Kidd, N. Munro, D.E. Winterbone
University of Manchester Institute of

Science and Technology, Manchester, U.K.

ABSTRACT

The application of multivariable control theory to a gas-turbine powered.
variable pitch propeller propulsion system is considered. The propulsion system
model, which is described by non-linear algebraic-differential equations, is linear-
ized about various operating points and transformed into transfer function matrix
form using system matrix theory. The non-linear and non-minimum phase character-
istics of the propulsion plant are discussed and it is shown that an adaptive ulti-
variable controller can be constructed from a number of linear multivariable designs
which can cope with the non-linear nature of the plant, and also prevent overstrain-
ing of the propeller shaft without restricting the performance of the propulsion
plant.

INTRODUCTION

The availability of low cost microprocessor systems and the significant devel-
opments over the last decade in linear multivariable control theory, are the main
motivations for developing Llternative control schemes for marine gas-turbine,
variable pitch propeller propulsion plants, coupled with the need to prevent over-
straining of the propeller shaft and possible breakage, without adversely affecting
the overall performance of the propulsion machinery.

Typical control schemes in curreat use evolved from large scale simulation
studies of the plant and employ single loop control of the shaft speed. Pitch and
fuel demands are scheduled from a power lever in such a way as to give optimumplant
efficiency under steady state conditions. Overstraining of the propeller shaft is
prevented by the use of rate limits and saturation elements that can, under large
step manoeuvre conditions, restrict the performance of the propulsion machinery.
The resulting control scheme therefore utilises both 'losed-looo and open-loop sys-
tems with restrictive uon-linear elements keeping the torque developed within accep-
table, safe, operating limits.

Overstraining of the propeller shaft can, however, also be prevented by closed
loop control of both the propeller shaft speed and the propeller shaft torque via
manipulation of the two system inputs of gas-turbine fuel flow and propeller pitch
demand. The system model now takes the form of a non-linear coupled multivariable
configuration with two inputs and two outputs where, in general, each input change
affects both outputs. With direct closed-loop control exercised over both shaft
speed and shaft torque, the restrictive rate limits required by conventional control

schemes to prevent overstraining of the shaft are no longer required and can there-
fore be relaxed. Consequently, the resulting control system relies on the use of
two decoupled closed-loop control systems to regulate shaft speed and shaft torque,
with less restrictive rate limits being used in a secondary back-up role to prevent
overstraining under fault conditions, such as loop failure.

The decoupling of the multivariable system configuration can be achieved by
P 3-1



applying linear multivariable design techniques to linearized transfer function

models selected from the ship operating envelope. Developments in linear system
theory over the last decade enable these linearized transfer function models to be
obtained from the nonlinear algebraic-differential equations describing the plant
behaviour. Earlier work [I] using turbine torque and propeller shaft speed as
controlled outputs established the feasibility of using multivariable compensators

to control the propulsion plant, but did not overcome the need to use restrictive
rate limits to prevent overstraining the propeller shaft. The dynamic and steady
state characteristics of the propulsion plant are highly non-linear, and a wide
variation in the speed of response of the system is experienced over the ship oper-

ating envelope. Additionally, non-minimum phase characteristics are encountered
within some regions of the operating envelope which are inherent to the basic char-
acteristics of the components of the propulsion plant. Consequently the final
control system is constructed using the linear designs such that the parameters of
the controller adapt to the varying load conditions of the plant. This ensures

that the desired performance is obtained in face of the non-linear and non-minimum
phase characteristics of the plant. The new control scheme, being largely engin-

eered by way of software, can be easily constructed to smoothly schedule the con-
troller in accordance with the loads placed upon the plant, whilst at the same time

maintaining strict upper torque and speed limits,

MATHEMATICAL MODEL

The ship and propulsion machinery are modelled using a FORTRAN IV digital com-
puter simulation which includes steady-state data for the hull resistance character-

istic, the propeller torque characteristic and the propeller thrust characteristic.
The dynamic response of the system is non-linear and is represented by the following
equations:

2I TNp = rQt - Q p(N p,Vsa) (I)

M Vs = 2Tp(NpVsfa) - Rs(Vs) (2)

Qt+TQt - QD(FdNt) (3)

0a+T 4;a = Od (4)

(the nomenclature is given in Appendix I). A block diagram of the system is given
in Figure I.

MULTIVARIABLE TRANSFER FUNCTION MODELS

Previous multivariable control system design studies by Winterbone et al (1]
used propeller speed N and turbine torque Qt as controlled system outputs, and
the gas-turbine fuellin rate Fd and the propeller pitch angle *d as the manip-
ulated system inputs. However, exercising closed-loop control over the turbine
torque and the propeller shaft speed does not necessarily prevent overstraining of

the propeller shaft and possible shaft breakage during transient conditions result-
ing from large step manoeuvres. Protection from overstraining under these circum-
stances can only be achieved by the use of additional rate limits on the system
variables, which in turn can restrict the overall performance of the propulsion
plant under large step manoeuvre conditions. It is therefore desirable that closed
loop control be directly exercised over the shaft torque and shaft speed in order to
prevent overstraining, less restrictive rate limits being used in a secondary back
up role to prevent overstraining under fault conditions such as loop failure. Hence
the linear multivariable model is defined in transfer function form as:
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Figure I. Schematic of Propulsion System.

Qsi s  } 3 gll(S) (5)) fFes
g2 1(s) g22 (s) dS

Revised System lModel

With the available mathematical model of the propulsion plant, one of the
desired outputs, the shaft torque Qs is not readily available and some modifica-

tions to the plant model sre thus necessary. The existing plant model as described
by equations (I) to (4) makes no allowance for the stiffness associated with the
propeller shaft. The shaft torque can be obtained from a mathematical model which

includes this shaft stiffness, and the resulting state space description of the
plant would have six state variables. However, this approach to the problem is
made intractable by the difficulties of assigning a value to the propeller sha

stiffness.

To overcome this problem an alternative approach was adopted that avoided using
the shaft stiffness. The propeller shaft was considered to be a rigid body, the
moment of inertia of which could be lumped with the moment of inertia of the prop-
eller. Under this assumption it is possible to write down a torque balance for
the propeller shaft. Thus, the shaft torque Q is give as

Qs d 2is n Qp(Npvs, a) (6)

The above equation when added to equations (I) to (4) comprises a set of algebraic
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differential equations that cannot now be readily rearranged into a state space form.
If a space v spanned by N,Vs, Qt, Qs and Oa is defined, then the four-dimensional
State space defined by equations (1) to (4) is a four-dimensional subspace of v
In this situation the normal transformation from the state-space form to transfer
function form defined by:

G(s) - C'(sI-A)-IB + D (7)

cannot be used. However, on linearizing equations (I) to (4) and equation (6), and
taking Laplace transforms, the above equations can be rearranged into the following
general form, given by:

T(s)Z - U(s)
(8)

y .V(a)z + W(s)

and thus placed into the system matrix form as defined by Rosenbrock [2], given as:

where P(s), the system matrix is given as:

T(s) U(s)

P(S) - - - - - - -(10)

and where the vector of Laplace transformed system variables F, the vector of
Laplace transformed input ,ariables u and the vector of Laplace transformed output
variables y are given as:

V

Qt - F d H
. - p ,U 4 Q:

Qs
#a

The linearized transfer function matrices for various operating points within

the :hip operating envelope are now obtained from the relationship:

G(s) - V(s)T (s)U(s) + W(s) (12)

which is a generalization of equation (7).

Results of Linearization

The system matrix F(s) is composed of partial derivatives which can be eval-
uated analytically from the FORTRAN IV simulation model. The parametric form of
the transfer function matrix which results from the linearization and the transfor-
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mation from P(s) to G(s) is given as:

k 2(s + li/T )(s + I/T1 )

k ll(s + I/T2 ) 5 - - -,(s + lIT4)
G(s) k2 2 (s + I/T1 ) n(s)

k21(s + I/T3 )(s + IIT4 ) (s + IT4 )

giving

N =~s G(s) { F d 3: (14)
Qs(s) Jd()

where d(s) = (s + liTl)(S +I lIl2 )(s + lIT3 ) in the case of all real poles, and

d(s) - (S + I/Ti)(s
2 
+ 22 + 2)

for the case of a pair of complex conjugate poles. The polynomial n(s) is given
as n(s) = (s + I/T5)(s + I/T6 ) for the case of two real zeros, and

n(s) - (a 22
r
s +oC 2+ )

for the case of two complex conjugate zeros.

Table I is an abridged table of normalized steady-state gains over the ship
operating envelope. Tables 2 and 3 are abridged tables of the dynamics at the same
operating points. These show that the system is extremely non-linear with varia-
tions in both gains and dynamic terms of the order of a hundred to one.

Table I. Steady state gain variation over operating range

Fuel Pitch k(12kl (1 k 22 k21

X Tk12T max.. '(k'sx22)... (k 2l).s

95 95 1.00 0.127 1.000 0.842
40 95 0.337 0.246 0.212 0.933
5 30 0.907 1.000 0.351 0.511
10 -80 0.601 0.501 0.252 1.000

Table 2. Variation of system poles over operating range
(5 all poles real T 2/(T2 ) ., and T 3/(t3) .. )

102 ___2_ t4

Fuel Pitch T (w 2

Z 2 TIT.x 2mx T2). maxT

95 95 0.110 1.000 0.893 0.535
40 95 0.226 0.802 1.000 0.651

5 30 0.376 *0.900 0.897 0.868
10 -80 0.502 0.579 0.848 0.899
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Table 3. Variation of system zeros over operating range
(t zeros real T 5/(T5)max and T6/(T6)max

T 1  T T3  T4  a1

Fuel Pitch 1 2 3 41

% % (T1 )ma (T2)max (T 3 )max (T4)max (dma max

95 95 0.005 0.124 0.095 0.057 1.000 1.000

40 95 0.023 0.215 0.201 0.081 1.000 0.527
5 30 0.012 0.547 0.382 0.813 tI.000 0.854
10 -80 0.018 0.500 0.463 0.157 tO.842 0.938

At small pitch angles (between -15% and +30%) all the system poles are real
but for higher loads two of these become a pair of complex conjugate poles that
move leftward in the s-plane with increasing pitch angle. The basic response of
the system is such that it becomes faster at higher loads than at idling. In all
cases the dominant pole is real and has an associated time constant which varies by
a factor of six between 5% load and 90% load.

Non-Minimum Phase Behaviour

The element zero - I/TI) common to elements 912(S) and 922(s) of G(s)
moves into the right half s-plane for pitch angles at the extrema of the pitch angle
range, thus causing the propulsion plant to display non-minimum phase characteristics
at these extreme pitch angles. Analysis of the general expressions for the poly-
nomials in equation (13) and of the partial derivatives obtained from the lineariz-
ation of the non-linear dynamic equations by Kidd [31 have indicated that this non-
minimum phase behaviour may be due to excessive thrust loading resulting from changes
in pitch angle inducing cavitation on the back of the propeller blades, thus reduc-
ing the thrust developed by the propeller for a given pitch angle and propeller
speed. This effect may be negated at higher ship speeds by the increasing ship
resistance which results in a change in the speed of advance of the propeller
through the water. Consequently non-minimum phase characteristics appear to be an
inherent characteristic of this kind of propulsion plant.

Time Responses

Figures 2 and 3 show time responses of normalized outputs to step changes in
normalized inputs. The parameters were normalized by dividing by the maximum val-
ues, hence the outputs

N
Normalized Speed = PN

Pmax

Normalized Torque - Q

max

and the inputs are:

Normalized Fuel d

max

P 3-6



Normalized Pitch = O
Od

max

N N
1 7- %L ,PlTCH

N N .-

ax ... m.X

-- - - - - -- - - - - -= _ -- - - - - - - - -- - - - - - - - -

Qs

Q.max Q mx o
05- 1 -PICa~w, os

Tira Time

Figure 2. Response of Open-Loop System Figure 3. Response of Open-Loop System

to Step Input on Fuel. to Step Input on Pitch.

The diagrams show that at different operating points the response rate changes;
the system responds more rapidly at high loads than low ones. It is also apparent
that interaction between input 2 and output I (i.e. od and Np) becomes greater at
higher loads, whereas the other cross-coupling gain is only a weak function of load
level.

MULTIVARIABLE COMPENSATOR DESIGNS

The philosophy of the UMIST design approach consists of two distinct phases.
In the first phase, linear transfer function models selected from various points
within the ship operating envelope are used to produce the structure and initial
parameter values of multivariable compensators, using linear multivariable design
techniques. In the second phase, the structure and parameter values of these com-
pensators are examined, and an adaptive multivariable compensator is formed using
some of the linear designs. The adaptive multivariable compensator is then imple-

mented on the non-linear simulation model, and the parameter values tuned to take
account of the non-linear and non-minimum characteristics of the plant.

Linear Compensator Designs

The design of the multivariable compensators was performed using Rosenbrock's

Inverse Nyquist Array technique (INA). This method, which is fully described in
(4], is based on the fact that when the inverse of the transfer function matrix is
'diagonal dominant' (i.e. very nearly diagonal) then certain theorems can be used to
assess the stability and performance of the resulting closed loop multivariable sys-
tem. For this design exercise the UMIST CAD package (5] was used. This enables
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dominance to be tested graphically by plotting the inverse of the transfer function

matrix, together with Gershgorin circles, on a visual displfy unit (VDU). A typical
example of an inverse Nyquist plot for the basic system G (s) is shown in Figure
4. This is based on 52 fuel and 50% pitch and shows that the system is not diagon-
ally dominant because the envelope generated by the circles superimposed on the dia-
gonal elements do not exclude the origin.

+ +

+$ +t WOI
Figure 4. Inverse Nyquist Array at Figure 5. Compensated Inverse

5% Fuel, 502 Pitch. Nyquist Array.

Figure 6. Closed-Loop Inverse Nyquist Array.

However, it is possible to choose a constant multivariable precompensator to
make the system diagonal dominant as shown in Figure 5. Since the Gershgorin bands
do not cut the negative real axis the system will be stable for arbitrarily large
feedback gains (at least in theory). Even so, it is impossible to obtain satisfac-
tory performance with this simple scheme. Since the low frequency part of the

element 2 is far away from the origin the corresponding gain must be set at a suff-
iciently high value to reduce steady state error to an acceptable level. Thus.

4further single-loop compensation involving dynamic elements is necessary to achieve
good closed-loop performance. It was therefore decided to employ integral action
to eliminate steady state error and reshape the low frequency part of the plot. The
resulting INA of the closed-loop system with feedback gains chosen to give the
desired closed-loop performance is shown in Figure 6.

Implementation of an Adaptive Multivariable Controller

It was shown in the previous section that the system could be made diagonally
dominant and stable compensators could be designed for small changes in input para-
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meters. It was also noted that a single compensator could not be implemented over
the whole of the ship operating envelope due to the large variation in plant para-
meters. An examination of the structure and parameters of the multivariable com-
pensators obtained from the linear design exercise reveals that the adaptive multi
variable controller needs to be scheduled to have different parameters within four
regions of the operating envelope. The compensators designed above were based on
the basic 2 input 2 output system in which either input or output may be varied in-
dependently. However, it is not desirable to make both of these inputs available
to the operator; they must be amalgamated in some way and related to the propulsion
power lever position. This can be achieved by scheduling shaft speed demand and
shaft torque demand from power lever position in such a manner that optimum con-
ditions are obtained in the steady state [1].

When operating over a large change of demand the propulsion unit will require
the parameters of the controller to be modified to suit the actual region of opera-
tion, i.e. the controller will adapt to the state of the system. This adaptation
can most easily be brought about by relating the controller parameters to the pro-
peller speed. It is also necessary to incorporate some further simple logic to
accommodate the conditions which occur during direction change manoeuvres, such as
a full ahead to full astern manoeuvre. The simple logic assures that the signal
applied to the pitch actuator control system is in the correct sense during direc-
tion change manoeuvres. Figure 7 shows a schematic of the overall control system.
This shows the compensator matrix which has been incorporated to achieve diagonal
dominance and also shows the additional propeller speed and pitch signals which are
required to schedule the controller and cope with changes of direction of travel
respectively.

Figure 7. Hultivariable Control Schee.
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Figure 8 shows the performance of the vessel undergoing a manoeuvre from full
ahead to full astern, while Figure 9 shows the performance of the vessel when the
demand is changed from 16% lever position to 32% lever position. The responses
obtained from the multivariable control system are those of the propulsion system
with all restrictive rate limits removed, and are compared with responses obtained
from a conventional control system employing these rate limits. Figure 8 indicates
that a dramatic increase in the speed of response of the vessel is obtained without
overstraining the propeller shaft and without using any form of predictive control
strategy. These figures illustrate the best speed of response that could be ob-
tained from the propulsion plant. The responses shown in Figure 9 show that the
multivariable control system effectively controls propeller shaft speed and prop-
eller shaft torque, and produces a vessel performance which is again different from

the response obtained with a conventional control system. In this case, the
results indicate that there is a difference between the propeller torque/speed
schedules of the two control systems.

CONCLUSIONS

To conclude, the multivariable control system with restrictive rate limits
removed is able to maintain the shaft torque within acceptable safe operating limits
and the results presented indicate the potential improvement that could be obtained
from a vessel utilising an adaptive multivariable controller.

Further work will be aimed at introducing relaxed rate limits and re-evaluation
of the schedule used in the multivariable controller. Effects of loop failure on
the performance of the system will also be evaluated, and the digital implementation
of the proposed control scheme will be developed.
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APPENDIX I

Nomenclature

Fd Fuel demand (2)

G(s) Transfer function matrix

gij(s) ijth element of G(s)

I Moment of inertia of propeller plus propeller shaftp

IT  Total moment of inertia of propulsion plant (referred to propeller shaft)

k.. ijth gain of G(s)1]

M Ship mass

N Propeller shaft speed
p

N t  Turbine speed

P(s) System matrix

QD Torque developed by Turbine

Qp Propeller Torque

Q. Shaft Torque

Qt Turbine Torque

Rs  Ship resistance

s Laplace operator

Tp Thrust developed by propeller

Vs  Ship speed

%a Achieved pitch

d Demanded pitch

T Turbine time constant

T 4 Pitch actuator time constant
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AUTOMATIC CONTROL OF LATERAL SEPARATION DURING UNDERWAY REPLENISHMENT

John R. Ware, John F. Best, Pamela J. Bozzi, ORI, Inc.,
and Henry K. Whitesel, David Taylor Naval Ship

Research and Development Center

ABSTRACT

The United States Navy has decided to build and test a prototype
manual, display-aided manual, and automatic co3ntrol system for under-
way replenishment at sea. In this paper we will discuss some of the
practical aspects of the development of a control algorithm for this
process. In particular, we will show that "modern" and "classical"
control theories can unite to provide an "optimal" approach to system
design. The modern method provides the designer with a rapid means of
obtaining control system gains for a wide variety of ship dynamics,
and the classical approach permits insights and stability measures not
easily available from the modern methods.

A simple technique is presented which allows one to bridge the
gap from a complex, multi-input/multi-output control system set in a
state variable framework to the more conventional phase/magnitude
domain. Using this approach Nyquist plots, Bode diagrams, and the
other frequency domain tools become available to the state space for-
mulation. This technique is also useful for multi-input/multi-output
systems set in a classical framework but for which the block diagram
algebra required to obtain gain and phase margins would be extremely
cumbersome.

INTRODUCTION

Underway replenishment (UNREP) operations require a great deal of
skill and seamanship to accomplish successfully, especially in heavy
seas where the probability of collision is high. The availability of
high reliability/high capacity micro-processors and sensing systems,
provides a means to aid this complex task. Therefore, the U.S. Navy
has decided to investigate a prototype system for manual, display-aided
manual, and automatic control during UNREP. The system must be able to
handle both lateral and longitudinal control during approach, tracking,
and breakaway phases of the manuever.

In this preliminary paper we shall discuss lateral control, and
even that only succinctly, and leave the longitudinal (speed) control
for later documentation. Design procedure considerations, the con-
troller's general structure, and the methods used to analyze the
resultant control system will be presented. It should be noted that
the design of a practical control algorithm requires substantially
more effort than merely determining a set of gains thaL will stabilize
the resulting closed loop system. User options, error handling, and
system protection are all in the province of control system develop-
ment. As a simple example, consider what must be done when bad data
is discovered from a sensor. Only the algorithm designer can address
the question of what to do in the presence of bad data; how long can
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the system function with bad data (or in the absence of data), and
what percentage of bad data is permissible. Unfortunately, we cannot
study these highly important details at this time but must focus our
attention on the more "important" problems of control. However, the
system designer must be aware that it is often this ingenuity at
handling the "less important" problems that determines the success and
acceptability of the final product. With that caveat we will proceed
to discuss some of these more important problems.

BACKGROUND

In the United States the majority of work on automatic control dur-
ing _NREP has been conducted either at the David W. Taylor Naval Ship
Research and Development Center (DTNSRDC) or the Navy Postgraduate Schoo
The work of Professor G. Thaler and his colleagues (1,2) has provided
several important theoretical results including the fact that the two
ships can be considered as essentially independent for control design
purposes. Interest and effort at DTNSRDC has been more intense and,
over the past several years, has yielded a substantial contribution to
the simulation problem (3,4,5,6,7) and some preliminary automatic con-
trol system designs (8,9,10). These studies provided the basis for, and
demonstraf-ec the feasibility of, automatic control for UNREP. However,
several practical problems remained to be solved prior to construction
and installation on a service wide basis. These include:

(1) A generic design approach which can be quickly applied
across a wide range of ship dynamics.

(2) High stability margins to assure insensitivity to uncer-
tainties in the hydrodynamic parameters.

(3) A method to compensate for high frequency effects due
to both ships' roll and seaway disturbances.

Each of these factors has had its influence on the UNREP lateral
control system design. In the following sections we will describe
the control system configuration that was developed with respect to
these considerations. In addition, a means for evaluating the sta-
bility and robustness of the resulting high order system will be
discussed.

HIGH FREQUENCY EFFECTS

A schematic diagram of a sensor system for UNREP is shown in
Figure 1. The receiving ship has at least two transmitters which
broadcast a high frequency beam (radar and laser are both possibili-
ties) at two corresponding targets on the supply ship. The supply
ship attempts to maintain a steady course and speed while the receiv-
ing ship is tasked with maintaining station with regard to the supply
ship. This procedure is instituted because the receiving ship is usu-
ally the smaller of the two and more maneuverable. Once the distances
R ,R and R3 are measured by the sensor system it is simple to compute
tAe lateral separation and relative heading of the two ships. These
two measurements are the basic inputs to the Close Range Ship Control
(CRSCS). Both of these inputs are corrupted by high frequency "noise"
which must be removed via digital filtering techniques before they
can be used for effective control. The sources or this noise are
first order wavc effects which primarily influence relative heading
measurements and the roll characteristics of both the supply and
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TT
R3 T

T1 - transeiver I

T2 - transeiver 2

T3 = transponder I

T4 = transponder 2

dR . distance between transponders

dT = distance between transeivers

R, = measured distance between Tand 3

R2 = measured distance between T2 and T 4

R3 = measured distance between T2 and T3

B = Lateral separation between ships

4R = relative heading of approach ship with respect to supply
ship

Figure 1. Schematic Diagram of UNREP Sensor System
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and receiving ships which primarily influence lateral separation
measurements. First order wave effects cause high frequency yaw
motion of both ships for which the control (rudder) cannot compensate.
Additionally, roll motions can cause apparent changes in measured
lateral separation when no change in the actual lateral separation of
the centers of gravity of the ships has occurred.

The seaway and roll disturbances tend to be narrow band random
processes. First order seaway forces and moments will occur at fre-
quencies similiar to wave encounter frequencies. Thus, because the
sea tends to resemble a narrow band process in many instances, per-
turbations in heading (and to a lesser extent, lateral separation)
occur at sea encounter frequencies. Both ship's roll dynamics can
be thought of as lightly damped second order systems. When sub-
jected to any reasonably broad band forcing function, even the rela-
tively narrow band sea forces, the primary responses will be at the
natural roll frequencies of the two vessels.

One of the easiest methods to reject narrow band noise from a
signal is via the use of a "notch filter". A notch filter is a dyna-
mic system whose response is the neighborhood of some particular fre-
quency is considerably attentuated while response at frequencies away
from the notch are unaffected. The simplest notch filter is the
second order form:

N(s) = s
2 
+ w ()

s
2 

+ 2ZWs + W 2

Where: s is the Laplace transform variable
W is the notch filter frequency
Z is the damping ratio of the notch denominator

Since the lateral separation loop is primarily corrupted by roll
motions and because the roll frequency of the receiving ship is fixed
and known, it is a simple matter to select the notch frequency for
the lateral separation filter to be the receiving ship's natural roll
frequency. Of course, this will leave a residual apparent motion due
to the roll of the supply ship. However, the fact that most ship's
roll frequencies are quite similar implies that the introduction of
the above notch will also attentuate the supply ship's roll effects
to some extent.

The first order wave effects occur at frequencies that depend
ort sea state, ship's heading with respect to the sea, and ship speed.
For these reasons it is not possible to select a single notch filter
frequency to compensate for all possible variations. We have, there-
fore, introduced an adaptive mechanism for selecting the relative
heading notch frequency. The nature of this mechanism is too compli-
cated to explain in detail here but in essence is a technique which
adjusts the notch frequency to minimize the filter output power.

Naturally, there will be considerable input power at frequencies
too high for effective control but located in the region for which
the notch filters do not have significant effects. Other high fre-
quency noise effects are due to such items as complex multi-direc-
tional seas, effects of pitch and heave motions on relative heading
and lateral displacement measurements, and other ship's roll (as
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mentioned above). To attentuate these disturbances additional low
pass filtering must be introduced. However, this filtering must be
added in such a way that adequate stability margins are maintained
to insure robustness of the total control system. This is described
in the next section.

LINEAR-QUADRATIC CONTROL

In order to meet the design goal of establishing an overall pro-
cedure that is quickly and easily adaptable across a varying range of
ship dynamics, we elected to use the Linear-Quadratic-Gaussian (LQG)
control approach. LOG theory is a well known part of what has come
to be known as "modern" control theory (11,12). Basically,
this theory states that if we have a linear system (that is, one
described by a set of linear differential equations) which is dis-
turbed by Gaussian white noise, then the optimal control is a set of
gains multiplied by the system states when the performance functional
to be minimized is a quadratic form. For most practical systems a
quadratic form can be thought of as a sum of mean square values of
the states.

The concept of the "state" of a system is one of the key notions
of modern control theory. The system to be controlled must be
expressed as a set of first order linear differential equations and
the differentiated variables are referred to as the "system states"
or simply the "states". For the UNREP lateral control system, the
"states" are lateral range, lateral range rate, relative heading,
and relative heading rate.

The basic result of LQG theory can be stated mathematically as
follows:

The control which minimizes the performance functional:

J = E xTQX + uTRu (2)

subject to the constraint:

S Ax+ Bu + Fw (3)

is a linear combination of the states:

U = -Gx (4)

where G = R-iBTK (5)

and K is the symmetric, positive definite solution of the matrix
Riccati equation:

-KA ATK - Q + KBRIBTK = 0 (6)
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with the following definitions:

E is the expected value operator
T denotes vector or matrix transpose
x is the state vector (e.g., lateral range rate, lateral

range, relative heading rate, and relative heading)
A is the system matrix made up of ship's hydrodynamic

coefficients
B is a matrix relating the control (i.e., rudder) influence

on the ship's states
w is a white noise disturbance
F is a noise scaling matrix

The major power of the LQG approach is that it is extremely
flexible and adaptable. The only design decision to be made is the
choice of the weighting matrices, R and Q, in the quadratic perfor-
mance functional. Once this choice is made the entire LQG design can
be made for many ships at all speeds with little effort on the part
of the designer other than entering ship's parameters into the compu-
ter programs. However, the choice of R and Q is not always apparent
(although practice improves one's abili-y in this regard) and the
evaluation of the resulting design is not simple. In fact, one of
the major criticisms of the state variable approaches is that they
do not provide the designer with the insights that are obtained using
the classical approaches. In a subsequent section we will describe
a means for mitigating that criticism.

A considerable amount has been written with regard to how LQG
control theory may be adapted to systems which seem to violate its
basic tenets (e.g., non-white noise as in our case). The only
serious question here is the extent to which a surface ship'a motions
can be described by a linear system as required by the theory. How-
ever, we have found in our experience that the linear description is
certainly adequate for at least initial control system design which
is then later evaluated using full non-linear simulation techniques.

As one example of the flexibility of the LQG approach consider
the fact that we must also minimize the rate of rudder motions be-
cause of inherent rate limits in the hydraulic system. That is, we
wish to minimize a performance functional of the form:

J = EIxTQx + uT Ru + OTNil (7)

This is easily done by defining a new state, xI , as:

T= Ix, u (8)

and a new control:

u I = 0 (9)

The new optimal control problem has the solution:
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uI = -GI xl (10)

By partitioning G1 properly we obtain:

which can be re-arranged (via the Laplace transform) as:

u = (s + G Gxx (12)

If u is a scalar, as in the control of a surface ship, the result of
introducing weighting on the rudder rate is the introduction of a
first order filter whose time constant is the reciprocal of Gu . The
benefit of this formulation is that the state gains, G,, automatically
compensate for the control filtering. In this application we deter-
mined that additional low pass filtering would be required due to the

expected presence of considerable quantities of unpredictable noise
as described earlier. It is easy to show that including a weighting
on control acceleration has the effect of introducing a second order
filter in the compensation.

Finally an integral control of lateral separation is added to
compensate for the effect of bias forces caused by ship interaction
and line tensioning devices. This completes the lateral separation
control law and we can now begin to select system parameters and
evaluate system stability. Figure 2 is a block diagram of the result-
ing control system using the subscript "H" for the relative heading
loop and "Y" for the lateral separation loop. In its final form the
controller is a standard PID (Proportional-Integral-Derivative) con-
trol on lateral separation and PD control on relative heading, both
proceeded by their respective notch filters. The total system is
of fairly high order consisting of the following items:

Description Order

Ship's states: lateral range and rate, 4
4 and relative heading and rate.

Rudder dynamics 1

Lateral range notch filter 2

Relative heading notch filter 2

Second order filter introduced by weighting
control rate and acceleration 2

Integral control for lateral separation I

TOTAL 12
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STABILITY EVALUATION

In this section we will present a technique for relating multi-
input/multi-output, state variable control systems to classical con-
trol design methods. This will allow us to take advantage of the
insights to be gained from measures of system stability such as phase
and gain margins which are not available from the "modern" approaches.
Additionally, this technique is simple to understand and implement
and does not require extensive manipulation of system blocks and
high order Laplace transforms. In fact, in most cases the required
matrices can be written from inspection of the system block diagrams.

Because the Linear-Quadratic-Gaussian control approach does not
guarantee stability margins (although it does guarantee stability),
we must investigate the stability of the resulting system design.
When using a state variable approach it is customary to examine the
eigenvalues of the closed loop system matrix. For example, with the
simple system as described in Equations (3) and (4) we would examine
the eigenvalues of the matrix (A -BG). However, consideration of
system eigenvalues alone has several drawbacks when one is concerned
with system robustness as well as stability. These include:

(1) Eigenvalues give information only with regard to
the denominator of the characteristic equation and
and do not show the effect of zeroes on system
performance.

(2) The eigenvalues do not provide measures of stability
margins; that is, how much can the system be per-
turbed before instability will result.

(3) It is not possible to consider each control loop
separately and this may be desireable to take into
account known uncertainties with regard to parti-
cular dynamics or sensor configuration.

The classical control design approaches used the concepts of phase
and gain margin as measures of system stability and robustness. The
phase margin is the additional phase lag that could be introduced
in the forward loop without instability occurring. The gain margin
is the additional gain (usually increase) that could be tolerated
before an unstable system configuration occurs. Because these
measures have obvious physical interpretations, they provide insights
into the system performance that can not readily be obtained from
the state variable approach. Gain and phase margins are obtained by
considering open loop frequency response plots (e.g., Bode plots)
and are easily obtained for single input/single output system; how-
ever, they must be redefined for multi-input/multi-output (MIMO)
system such as the UNREP control system. In MIMO systems we must
define the open loop frequency response plots (and the associated
stability margins) as the frequency response that would be obtained
if only the feedback loop of interest were broken and all other loops
were closed. Clearly the amount of block diagram algebra can become
unwieldy even for the 12th order system for UNREP lateral separation.
Therefore, we have devised a computational technique which allows us
to take advantage of the simplicity and elegance of the state vari-
able approach and still obtain the extremely useful insights to be
gained from classical analysis.
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feedback system:

H0 (jw) = HCL(iw) (18)

1 - HCL (jw)

Finally we observe that, in all practical systems, many inputs are
related to others by differential or integral operators. For example
in the present case we have the variables lateral separation, lateral
separation rate, and the integral of lateral separation as related
(phase) variables. If we wish to obtain the gain and phase margins
for the lateral separation loop, all the inputs related to lateral
separation must be included. Therefore the actual closed loop
response of a particular state, Xk' to its corresponding input, Yk'
is:

xk = (tkk +Zi
sN i 

tik) Yk (19)

where the summation is across all i for which a derivative or inte-
gral relationship with the variable of interest holds. If we define:

t  
= (t Ni tik) (20)tkk =tkk z_

then the open loop transfer function of interest can be computed
from:

E
Pkk kk (21)

1 - tkk

The magnitude and phase of pkk(Jw) is computed as:

MAG(db) = 20 lug, 0 (Re(Pkk))
2 + (Im(Pkk))

2  
(22)

PHASE = Tan
-1 

(Im(Pkk) )/(Re(Pkk)) (23)

where: Re is the real part of the argument
Im is the imaginary part of the argument.

A computer program has been written that accepts as inputs either

the matrix set (A,B,G) or the matrix set (A-BG, BG) in order to form
Equation (16). The advantage of this second input form is that it is
much easier to formulate those matrices, often by inspection, when-
ever full state feedback is not used, especially if the matrices are
quite sparse. For example, for the UNREP control, the (12x12) matrix
BG has only 6 non-zero elements and the (12x12) matrix A-BG has only
35, 13 of which are associated with ship and rudder dynamics.
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The open loop Bode plot for the lateral separation loop is shown
in Figure 3. This is the response of lateral separation to a sinu-
soidal input in commanded lateral separation as a function of fre-
quency, with no lateral separation feedback and with the heading loop
closed.

The phase margin, -180 degrees minus tha phase at the 0 db point,
is -64 degrees; and gain margin, the amplitude at the -180 degree
phase point is -8 db. (This is only an example and is not represen-
tative of the details of the actual design.) This would be considered
a quite stable system. As an example of how this information could
be used, consider a situation in which sensor data would only be avail-
able once every 2 seconds. This would induce a phase lag of only
about 4 degrees at the cross-cover frequency (the frequency at which
the magnitude equals 0 db) of 0.03 radians per second. Thus one could
conclude that sensor delays in this loop will not have a significant
influence on system stability.

SUMMARY

The complete designing of an aided, manual, and automatic system
for UNREP is a complicated and complex process requiring a thorough
knowledge of ship and propulsion plant dynamics, hydrodynamics, control
theory, human engineering, and simulation. It would be virtually
impossible to report the considerable amount of analysis required to
complete the design even if the length of this paper were increased by
an order of magnitude. Therefore we have attempted to present only a
small portion of the problem, that of stabilizing the lateral separa-
tion control loop. Even that must be presented in an incomplete manner
which only alludes to some of the problems associated with data rejec-
tion and adaptive filter construction. This was done with the prime
purpose of focusing the intensity of the presentation on some impor-
tant results of early efforts.

First, for those more theoretically minded, we have devised a
simple scheme for relating the modern state variable approach
to the classical presentation of open (or closed) loop magnitude and
phase information. This data can then be presented in the format most
familiar and usable to the designer as either Bode, Nyquist, or Nichols
charts. This is extremely important as the modern, that is optimal,
approach typically does not give the designer any "feeling" for the
quality of the design and its robustness.

The second point, of a more practical nature, is that a real sys-
tem design must take into account factors that may often be conveniently
ignored in theoretical designs. The specific examples presented in
this paper were the effect of roll on lateral separation measurement
and the effect of high frequency seaway forces and moments on heading
measurement, both of which must be filtered since they occur at fre-
quencies well beyond the overall systems closed loop capability. Be-
cause both of these tend to be narrow band inputs, they can effectively
be removed by the introduction of notch filters as has been described.

Finally, and perhaps most importantly, the authors do not perceive
a conflict between the modern state variable optimal control methods
and the classical approaches which use gain and phase information for
primary control design decisions. We have shown that the simplicity
of the optimal control approach provides a technique for quickly deter-
mining overall system structure and a reasonable set of control gains.
Further, the flexibility of the modern approach allows the designer to
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easily extend the design to include integral control and additional
low pass filtering if desired. Despite this flexibility almost any
real system design will require the introduction of additional dynamics
which are the result of the creativity and experience of the designers.
From both practical and theoretical considerations it may not be possi-
ble to include these in the optimal control fiamework. Therefore we
must have recourse to the insights that we feel can only be obtained
by use of classical techniques. We feel that it is the synergism of
the two approaches that is truly "optimal".
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ABSTRACT

The increasing need to improve the efficiency and safety of the ship steering
process has, in the recent years, stimulated the research and development of adap-
tive autopilots for surface ships. An adaptive autopilot is designed to optimize
both course keeping and course changing under widely varying operational and en-
vironmental conditions - with minimum interference from the crew.

To date several different approaches to the design of adaptive autopilots
have been proposed. These have resulted from recent developments in the field of
automatic control, from new results in statistical identification and modelling
of ship motions and from the significant progress in the field of microcomputers.

This paper discusses some of these recertly developed techniques and their
suitability in relation to the ship steering process.

In addition, the role of simulation in the design of ship control systems
is discussed and the importance of adequate mathematical models of ship and en-
vironment is underlined.

Finally, results of simulation runs are given, illustrating the main features
of one of the adaptive control techniques considered.

1. INTRODUCTION

During the last decade use of automatic control has become familiar on board
ships - both in the engine room and on the bridge. Considering the bridge, it is
used for automatic station keeping (commonly known as dynamic positioning) of
drillships and other offshore vessels and also for automatic track keeping at low
speed of pipe laying barges, dredgers and minehunters.

At the same time. the so-called "autopilot" has become an almost standard
piece of equipment for automatic course keeping on board merchant and military,
ships. The classical PID-type autopilot is gradually being replaced by autopilots,
which are based on more sophisticated control strategies.

The autopilot with the classical PID-controller meant a considerable im-
provement in course keeping, provided that the controller was well tuned. The
tuning, however, was critical and for that reason it was the weak link of the
chain. It often happened that each bridge officer on duty had his own favorite
setting of the PID-knobs. In addition, for optimal usage, each speed and loading
condition required a separate tuning.

It is not surprising that n idea arose to develop an autopilot, which
would require no tuning at all. nis implied that the autopilot should be ca-
pable of tuning or adapting itself continuously to a chancing environment and
to varying operational conditions. The fast development of modern control tech-
niques together with the increasing capabilities of digital computers created
the condtions under which the first adaptive autopilot could be realized.

At the momentmnymore of less conventional autopilots are still in use,
while on a smaller scale adaptive autopilots are gradually being introduced
either on an experimental basis or sometimes even fully operationally.
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The first objective of this paper is to emphasize the recent developments
in adaptive automatic control, to compare some of the adaptive control strate-
gies usedto indicate aspects which still need to be improved. The wide scope
of the paper does not allow too much detail. However the principal characteris-
tics of various adaptive autopilots will be emphasized together with their
differences and similarities.

The paper starts with a detailed review of the autopilot design problem,
section 2. The general criteria which should be used are discussed in section
3. Section 4 is really the "heart" of the paper: First - as an introduction -
attention is paid to the LQG-controller, although not an adaptive strategy.
Following this, the adapted PID-autopilot and the model reference and self-
tuning concepts are presented.

Simulation and its role in the design process of ship control systems are
the subjects of section 5. The development of mathematical models of ship and
environment is discussed,whilethe possible introduction of a so-called Moment
Allocation Logic, as a part of the autopilot, is put forward. Some results of
simulation runs carried out in the recent years are presented in section 7.

2. THE AUTOPILOT DESIGN PROBLEM

Before we focus on autopilots, we recall a definition of adaptation, as
given by Tsypkin (1): "Adaptation is the process of changing the parameters,
structure and possibly the controls of a system on the basis of information
obtained during the control period, so as to optimize - from one point of view
or another - the state of the system, when the operating conditions are either
incompletely defined initially or changed". The optimization may be achieved
by minimizing a predetermined cost function or by following a reference model.

Let us now examine a general scheme for adaptive autopilots as it might
be obtained by combining the main features of some ship control systems which
have been proposed in the recent years. It is not the scheme of an existing
autopilot, but rather an outline of what might be realized by taking into ac-
count more severe performance requirements, on the basis of the recent advance
in the automatic control field as well as in computer technology. From a tech-
nical point of view the possible solutions are indeed numerous and, hesides
economic reasons, they mainly depend on the operational characterisitics of the
particular ship, on the available measurement systems and on the level of in-
tegration of automatic steering with other bridge area functions.

The proposed autopilot, a blockdiagram of which is presented in Figure 1,
can be structured from a functional point of view as a three level control system:

At the upper (third) level, we have a decision-making block, of which
the main funZtdiis are:

Selection of a proper algorithm corresponding to the steering mode,
activated by the operator

- criteria assessment for the identification and control algorithms
- determanition of reference variables
- performance evaluation and monitoring

The steering modes are: course keeping, course changing and track keeping.
In this paper we will limit ourselves to the first two modes. Nevertheless, the
considerations of this section apply also to the last one. The rudder is consi-
dered being the only means of control. Further more, it is assumed that the
ships (mean) speed is controlled manually from the bridge.

The criteria assessment for the identification and control algorithms
relates to the choice of those a-priori factors which influence the adaptive

Q 2-2



STEERING,,I MOD SEECOROPRAO

Fitt.,,na

Figure 1 : Blockdiagram of autopilot with hierarchical
control structure

autopilot performance. Some of the most important factors concerning the iden-
* tification algorithms are the initial degree of ignorance with respect to the

ship mathematical model (covariance matrix of unknown parameters, non-zero

mean values, etc.) the discounting rate of past data during parameter estima-
S tion, etc. With regard to the control algorithm, we can mention: weighting

coefficients in the feedback control law, saturation limits for the control sig-
nal, sampling time interval of the DDC, etc ....

The important point is that, once such factors have been assessed, the
| adaptive autopilot must function unassisted in all applicable operational

j conditions (speed, loading, trim, etc.) and all environmental situations (wind,

waves, current) either stationary or non-stationary.
To evaluate the autopilot performance, a cost function should be defined,

which guarantees that the autopilot will function in an optimum or at least

suboptimum way in the different steering modes. Such cost functions will be
discussed in section 3.

To take into accounm the parameter variations caused by changing ship
dynamics or by non-stationary environments, t its necessary to include also a
second functional level, with following tasks:
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- Identification of unknown parameters
- Adaptation of the controller parameters with respect to

the identified mathematical model
This second level is often based on a "Certainty Equivalence" argument (2),

according to which the unknown parameters are estimated on-line by a recursive
algorithm and the control law is obtained by replacing the true parameters
with their current estimates in the feedback expression. A detailed discussion
of this approach will be given in section 4.

It is worth noting that, in general, such adaptive control strategies are
not optimal and it is quite complex to examine their main properties analyti-
cally, such as convergence characteristics of estimated to true parameters.
overall stability and robustness of adaptation and control algorithms. For this
purpose it is better to resort to simulation.

Finally, at the first level of the adaptive autopilot blockdiagram there
is a

- Control law actuator
which calculates the rudder command signal and feeds it, after a check on sa-
turation conditions, to the ship steering gear.

The adaptive autopilot performance may be improved by means of a
multisensor Kalman filtering module, in order to obtain, on the basis of avai-
lable measurements, the best estimates of the state variables (heading, rate
of turn and sway velocity), being the characteristic variables for the ship
steering process. Such a filtering module can also be utilized for sensor checking
and failure tolerance purposes and it can serve as an aid to integrated naviga-
tion systems.

As a final remark, we observe that most of the theoretical results are
deduced under the assumption of linear time-invariant systems. It implies that
if such control strategies are implemented in an actual design, all effects of
descrepancies between the linear, time-invariant process and the real process
should be carfully examined.
To check out the design it is once again useful to rely on simulation.

3. GENERAL CRITERIA

With respect to the design of adaptive autopilots, following general
criteria are commonly accepted when judging the most important design aspects:

- Performance of theautopiTot during course keeping and course changing
under varying operational and environmental conditions.

- Capability of the design to deal with the uncertainty in knowledge of
the ship steering parameters.

- Opera',-al efficiency (suitability of design for different ships types,
manual-auto switching, etc.)

- Simplicity of control algorithms and demands made upon the measuring
devices.

The first two criteria will be discussed in this section. The third and
fourth criterion will be implicitly dealt with in section 4, where the adaptive
control strategies are presented.

Performance criteria.
The performance criterion should be chosen in accordance with the specific

task of the autopilot. During course keeping, fuel saving considerations suggest
that the propulsion losses should be minimized. As shown by KMllstrbm and
Norrbin (3), the two main contributions consist of the increase of resistance
due to periodic yawing of the ship about the mean course and of the added re-
sistance, caused by rudder motions. This leads to a quadratic cost function
(most suitable for optimization procedures!) of the type:
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1 (3.1)
j~ f ( Mt - qref)2 + X62(t) dt(31

01

where P = actual course
= reference course - Wref

r rudder angle
weighting factor

The factor X weights the rudder action relative to the course error and depends
on the particular ship and on the operational and environmental conditions.
Values for A have been suggested in (3), (4), (5).

During course changing, especially while navigating in congested waters,
safety requirements are prevailing and this leads to a cost function which
guarantees that the transition from the previous reference course to the new one
takes place without overshoots or undershoots. This leads to a quadratic cost
function of the type:

I 1 (t) -Pref(t d (3.2)J f = Tr O Md4r t

where pref(t) is a time-varying course set-point which governs the course
changing process during the transitions time Tf and depends on the steering
characteristics of the ship. It is chosen in such a way that the course changing
manoeuvre is executed at a constant rate of turn.

Mathematical models

In the autopilot design process, the choice of an adequate mathematical
model of ship and disturbances is very important. It determines the degree of
uncertainty, in spite of which the autopilot should be able to perform. The
structure of the autopilot may very well depend on the knowlegde of the real
process.

The motions of a ship as a rigid body can be described by six coupled
non-linear differential equations. (3 translations, 3 rotations). For our
purpose only the motions in the horizontal plan (i.e. the longitudinal or
surge, lateral or sway- and yawing motion) are observed - see Figure 2.

Roll, pitch and heave are considered to be of secondary importance.
For the course keepin mode of operation a usual assumption is that

the longitudin ton i.e. the forward speed) of the ship is constant.
This assumption allows to linearize the lateral and yawing motion equations
at the chosen forward speed. The autopilot design is then based on the linearized
model of the real process. Also for the disturbances a simplified model is used
in most cases.

Nevertheless, the effect of the forward speed of the ship should be
taken into account in the autopilot design. Gain scheduling is a common so-
lution. Section 6 of this paper proposes to include the effect of speed in
a so-called Moment Allocation Logic.

The linearized lateral and yawing motions can be described in a standard
state space notation, see also Astr~m (6):
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Where v, r , and . are the lateral- or sway velocity, the annular velocity,
the heading angle and the rudder angle, respectively; the reference course

dref is assumed to be zero.
The coefficients aij and bi (i, j = 1,2) are functions of the hydro-

dynamic derivatives and of the ship's forward speed, loading, trim, water-
depth, while a, and a, model the disturbances (wind and waves), see Astrdm
(6). The coefficients a1, and a-, are random variables depending on the angle-
of-attack as well as on the spectral characteristics of wind and waves,

'Yd/

We may write: a, , in which Yd is the lateral disturbance force
my

due to wind and waves, and my is the virtual mass of the ship, in lateral
direction. If we consider only the contribution of the wind awi , a: becomes:
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Yi is a function of the lateral wind force coefficient and of the relative
wind velocity. Both the coefficient and the relative velocity are functions
of the ships heading. In addition, they include the effect of the random
wind direction and wind speed fluctuations.

The wind- and wave force and moments at constant heading are given by
d; and d2 (constant part, only for small ), while w1 (t), and w2 (t) are
stochastic processes which model their randomly fluctuating components.

In a general fashion it is possible to assume for them the following represen-
tation:

where cij (i, j = 1,2) are constant coefficients depending on the environments
and e,(t), e2 (t) are independent gaussian white noise processes. A certain
simplification is further obtained if the forcing terms w1 (t) and w1 (t) them-
selves are assumed to be white noise , i.e. if c

1
3 = c22  1 and c12 = c21 =0.

Such approximation seems to be acceptable at least for large ships, see
Astrbm (6).

The coefficients aij and bij (i, j = 1,2) may be determined from tank-
tests or, if possible, from fullscale identification trials. The coefficients
a13, a23 must be determined on-line, whenever significant environmental
changes occur. In view of this, it seems that some improvement could be
achieved if direct measurements of sea state and wind were added to the on-
board Kalman filtering unit.

From eqs. (3.3) and (3.4) an input-output model may be obtained, which -
in the discrete-time domain - assumes the following A.R.M.A. (Auto Regressive
Moving Average) form:

y(t) + 1 aiy(t-i) = biu(t-k-i) e(t) ci e(t-i) + d (3.5)

i=I i=0 i li-

where the output y(t) represents the deviation from the reference course
and u(t) the commanded rudder angle, while ois a parameter depending on the
external noise level and e(t) is a gaussian zero-mean white noise with known
variance. d represents the non-zero mean value of the disturbances. Like for
model (3.3) the parameters ai en bi, which represent the deterministic part
of eq. (3.5), depend on operational conditi, ns, while the c, ci and d parameters
depend on the environment. Note that any pure time delay in the process is mo-
delled easily by the factor k.

The model order n and the number k of pure time delays are determined
* by the structure of the state-space model (3.3) and by knowledge of the steering

gear dynamics. However, it may often be convenient to regard such a model as a
black-box, whose order, delay and parameters are determined by the complex
stochastic situation in which the ship steering system is operating. It is pos-
sible in such a way to compensate, for example by an increased order n, modelling
errors as well as non-linearities, backlash, saturation, etc., which are present
in the real ship steering process. This black-box interpretation has been vali-
dated by a large number of full-scale identification experiments, (6), (7). (8),
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(9), (10).
The design of adaptive control st-ategies based on model (3.5) are ge-

nerally carried out by STR (Self Tuning Regulator) methods. In section 4
these methods will be discussed in more detail. An important model, which
has been used for years as a basis for the design of P.I.D. autopilots is
the Nomoto model (11), which is obtained from eq.(3.3) in the absence of the
disturbance terms.
We have in that case the transfer function:

K (1 + sT3)

(s) = (3_ _)
5 s (1 + sTi) (1 + sT2)

which can be reduced in certain situations to the low frequency Nomoto
approximation:

K

(s) with T T TI + T2 - T3 (37)
a s (I + sT)

where the gain K and time constants T and Ti (i = 1,3) are again functions
of the operational conditions.
A well known extension of the Nomoto-model is the non-linear model, proposed
by Bech (12).

Some indications of how P.I.D. autopilots based on the above models may
be "adapted" will be given in section 4.

A concerns course changing we observe that, if large manoeuvres are
involved, the assumption o inearity is no longer valid. The stochastic
models (3.3) and (3.5) can, to a certain extent, handle such non-linearities
by assuming that their parameters are time-varying during the course changing
process.

4. ADAPTIVE AUTOPILOTS

In this section some recently proposed adaptive control techniques applied
to autopilot design will be discussed, namely, adapted P.I.D., MRAS (Model Re-
ference Adaptive Systems) and STR (Self Turing Regulators).

First of all LQG (Linear Quadratic Gaussian) controllers are presented.
LQG-controllers, although not of the adaptive type, constitute a class of op-
timal solutions within stochastic control theory. Therefore they are often
regarded as design reference solutions with which suboptimal adaptive control
strategies can be compared.

LQG-controllers

A direct inspection of the linearized models (3.3) to (3.7) and of the
cost function (3.1) indicates that the course keeping problem can be solved
quite nicely by the LQG stochastic control technique.

In order to carry out a unified presentation, let us consider a discrete-
time stochastic model in standard state space representation:

(t + 1) = x(t) + Fu(t) + w(t) (4.1)

y (t) = Cx(t) + e(t) (4.2)

Q 2-8



The dimensions of the state vector x(t) and observation vector y(t) depend
on the models which are assumed for-the ship dynamics and for tie measurem'nt
system respectively; u(t) is a scalar control input, i.e. the rudder signal.
The disturbance vetors w(t) and e(t) can be assumed, without loss of gene-
rality, as independent zero-meangaussian white noise processes, having known
covariance matrices, while matrices 8, , 5 and C have consistent dimensions and
are time-invariant.

The cost function, associated with the steady-state course keeping pro-
cess, is taken to be of the form:

O = - E Z x~t Qx(t) + Xu2(t) (4.3)

This cost function is a discrete-time extension of (3.1), which - through
a proper choice of the weighting matrix Q - makes it possible to handle more
general optimization problems.

If the models (4.1) and (4.2) are perfectly known, it can be shown (13)
that an optimal solution exists, which minimizes cost function-(4.3) and which
is obtained by applying the Separation Theorem: The optimal control strategy
is separated in two parts: a state estimator, which produces the best estimate
(t) of state vector x(t), and a linear feedback control law, which gives the

control signal as a ITnear function of the estimated state.
In short, we have for the control law:

u(t) = L • 9(t) (4.4)

L = ( TP (4.5)

where P is the unique positive definite solution of the Riccati equation in
the stationary case and A(t) is the best estimate of x(t), based on the mea-
surements up to time t, iccording to the Kalman filte recursive equation:

R(t + 1) - (t) + ru(t) + K. ly(t) - CR(t)i (4.6)

where the stationary gain matrix K is obtained in terms of the covariances
of vector w(t) and e(t).

The r-alisatioi of a particular autopilot, based on the LQG-technique, is
dependent on the chosen mathematical models.

Very recently, Reid and Parent (14) have proposed an autopilot basid on
model (3.3), which is characterized by the state vector x(t) =Lv, r, ,4] and by
a perfect observation mechanism y(t) = x(t). In their paper a sensitivity analysis
of the autopilot with respect to different environmental conditions is carried
out for a containership.

A LQG-controller based on the state space representation of the Nomoto model
(3.7) has been proposed by Astrdm (15) . In this case the state vector is of
reduced order, i.e. x(t) =Jr, 4)1, and only the heading measurement is assumed to

available, i.e. yTt) =(t) - e(t). The resulting optimal control law is shown
.o be a PD-regulator, applied to a Kalman filtered estimate (4.6) of the partially
ooservable state vector.

Ohtsu and coworkers (16), (17),have investigated an LQG-controller based on
a multivariable autoregressive model of the ship dynamics including yawing and
rolling motions. The model is a Multivariable extension of (3.5) and is obtained
through the minimum AIC (Akaike's Information Criterion) identification method
(16) and consequently the dimension of the state vector x(t) depends on the
identified model. The optimal behaviour of such an autopilot is obtained by a
suitable choice of the weighting matrix Q coefficients.
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A common disadvantage of all the above mentioned LQG-controllers is that, in
spite of the attractive form of the feedback control law, they cannot easily be
included in adaptive control schemes. For that purpose, an identification of the
parameters of model (4.1) should be carried out, whenever the environmental or
operation conditions change. Let us observe, moreover, that the updating of the
control law parameters may involve some computational burden connected with the
numerical solution of the Riccati equation. It is worth noting that the choice
of a fast algorithm for determining such a solution may be very improtant, see
for example (19).

As shown later on, relevant simplifications can be achieved if suboptimal
adaptive control laws are used, which minimize more simple one-step cost functions.

Adapted PID-controllers

The first and until now commonly used autopilots for course keeping are
basically three terms-controlllers, including proportional, integral and derivative
action, with the corresponding control law:

6(t) = Kp It) - ref + K, t 4(s) - ref ds + KD k(t) (4.7)

The PD-part of it is, according to (6), the optimal control law for the determi-
nistic Nomoto-model, given in (3.7), section 3, which minimized a cost function of
the type (3.1) for t-. A further restriction is, that the solution is only valid
for one particular operational condition in calm weather.

Obviously, measures sho,,ld be taken if the control law is to be applied under
real circumstances durinq course keeping. We mention:
- additon of low-pass filter or Kalman-filter to cope with the wave-induced yawing

motions and with the measurement noise (20)
- adjustment of the Kp and KD coefficients as functions of the forward speed of

the ship (2>). This method is called speed-, velocity- or gain-scheduling
- adaptation of the PID-coefficients using the MRAS-technique (26)

An adaptation technique, based on mathematical programming, uses partial
derivatives of the cost function (3.1). For this purpose, the cost function is
written as follows: T

J(=) zT (t,6)'R-z(t,0)dt (4.8)J( ) T
0 

j

in which - refers to the control parameter vecto e =[Kp, KI, KD]T, and z(t,
.)

is the measured vector z(t,Q) = [<(tf), *(tf)] -and the weighting natiix
R= diag [1, )]. The reference course 

4
,ref is assumed to be zero.

We refer to the foll oin? situation: given heading and ruddPr observations
during the time interval [0,T , in which a PID autopilot has becn operating with
a fixed control vector ', an optimal autopilot setting ^ is desired to be used
in the subsequent time. This new control vector is chosen in such a way that it
minimizes J( ).

If we assume that a Taylor expausion of J(-) around *o, including the
second order terms, is accurate enough:

12 T
J( H J(eo' + ("o) (+- <o) +  C - io- '0 ) 0) - o (4.9)

the optimal autopilot setting is given by:
^ J T

. - - ( o) (4.10)
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If a mathematical model of the ship dynamics is available - for example in
the Nomoto form - the partial derivatives matrix @2J (2.) and vector aJ (so)

can be easily computed by taking into account the ship closed loop response.
A discrete time version of the above approach has been suggested by Tosi and

Verde (21). Sugimoto (22) has proposed an autopilot which combines PID adaptation
with adaptive filtering.

If we have no a-priori knowledge of the ship dynamics the relation between
the cost function and the control vector a cannot be expressed analytically. So-
lutions for the cost function minimizationi problem -hould then be obtained by
search methods for finding extrema, see Schilling (23).

Although an adapted PID-controller may show satisfactory performance in the
course keeping mode, convergence to the desired optimum is not always guaranteed,
due to the disturbances acting on the ship.

Model Reference Adaptive Systems

Among the various types of adaptive control techniques, Model Reference
Adaptive Systems (MRAS) are important since they lead to algorithms of relatively
little complexity with a high speed of adaptation. On the other hand, a certain
degree of a-priori knowledge on the mathematical model of the system to be con-
trolled is always necessary. For a detailed exposition of MRAS approach and of
its applications, we suggest the book of Landau (24).

The principle of a MRAS is that the desired behaviour of the adjustable
closed loop system is included in a "reference model". The adaptation of the
relevant parameters is based on the difference between the actual output of the
controlled process and that of the reference model.
The same method can handle as a particular case, the parameter identification
problem. The real process is then taken as the reference model.

Before showing, how the MRAS method can be applied to the design of autopi-
lots, a short mathematical introduction is given. For this purpose we consider, in
a general way, a state space representation for the real system and for the
reference model:

!p = Ap p + Bp u (4.11)

and Am 
= 

Am X m 
+ Bm u (4.12)

where the real system state vector xp and the reference model state vector.
are assumed to have the same dimension, while the same input vector u feeds the
two systems. Let 8 be the vector of unknown parameters of the real system matrices
Ap and Bp.

If we define a state error vector e(t) given by:

e(t) = m(t) - :p(t) (4.13)

it is possible to obtain a (non-linear time varying) state error differential
equation:

t(t) = Ame(t) +[Am - Ap(')]_ p(t) +IBm - Bp(@)J u(t) (4.14)

The aim of adaptive control is to generate an adjustment law for the unknown
parameter vector of the form

N(t) = + Mlt) St). tI (4,15)
based on all available data such that all signals are uniformly bounded and
lim e(t) = 0.
t-,

It can be shown (24) that such an optimal adjustment law can be obtained
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using Lyapunov functions, with the result:

dt Ap(Q(t)) = FA-(Pe(t)) . pT(t) (4.16)

d t T
d Bp(8(t)) = FB.(Pe(t)) -u (t) (4.17)

where FA and FB are arbitrary positive definite matrices of consistent dimensions

and the matrix P satisfies an equation of the type

AmTP + PAm = -Q (4.18)

where Q is an arbitrary positive definite matrix.

Van Amerongen and Van Nauta Lemke (25, 26) have developed a MRAS autopilot for
both course keeping and course changing. In the course changing mode a second
order parallel reference model has been chosen f co loop response of
the ship. This choice corresponds with the assumption that the ships characteris-

tics can be described by the simple Nomoto-model and that the ship is controlled
by a PID-controller.

The state vectors for the process (p) and model (m) are:

_x pT(t) = I, r] and xT(t) =I pM, rml (4.19)

The control vector for both process and model is:

; (t) = Iref' 11 (4.20)

where p(t) and Pm(t) are the measured and reference model course angle, r(t) and
rm(t) are measured and reference model angular velocity, ' ref is the new desired
course.

The corresponding dynamics are described by coefficient matrices:

Ap =-KO 1+KK Bp = K-K

T TT I (4.21)

Am: -Kpm_-1 Rm jX:KL  0
Tm Tm  Tm

e T (t)[K , KI, KD] represents the unknown PID-controller gain vector and Kpmand Tm spE'cify the desired course changing manoeuvre.

A simple choice of matrices FA and FB in diagonal form give the adaptation
law (4.16) and (4.17) for the unknown vector e:

d P~ fI~ (p12e + P220) .(Ajt) - )ref)
d KI " f2 (P12e + P226) (4.22)

KoJ f3 (Pl2e + P22e) " r(t)
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where the coefficients P12, P22 are elements of matrix P of (4.8). The para-
meters f1 , f,, f3 are obtained from matrices FA and FB and determine the gains
of the adaptation mechanism.

Because of non-linearities in the process (limited rudder angle, rudder
speed,etc.) a series reference model has to be added to the parallel reference
model. The series model modifies the input signal for both the "adjustable
system" and the parallel reference model, to guarantee a linear behaviour.

The complete structure of the MRAS in the course changing mode is presented
in Figure 3. The "adjustable system" includes the auo7piofhose coefficients
are to be adapted, and the real process (i.e. steering gear and ship).

reference
model

Figure 3 : Simplified block diagram of MRAS
in course changing mode

Another significant problem is the noisy measurement of the state variables,

Figure 3 suggests that xp is perfectly known, which is not true. This problem
is also present in the course keeping mode.

In the course keeping-mode the MPAS identifies the unknown parameters (K,t)
of the assumed Nomoto-moel with the ship as reference model. At the same time
the state variables ('p, 41) are estimated. To improve the estimation the measured
course and rate-of-turn are filtered. For this purpose, the measured signals are
combined with noise free estimates prcvidcd by a second adjustable model. The
measurements and the estimates are combined and weighted. The weighting factor
depends on the noise level of the measured signals. The second adjustable model
is required to avoid interference with the identification.
Figure 4 shows a block diagram of the MRAS-structure in the course keeping mode.
It is assumed that both the ship's heading and rate-of-turn are measured.

As a direct application of LQG-control, a PD-autopilot is used, based on the
identified parameters K and T.

Summarizing it can be concluded, that the MRAS-autopilot. owing to its
fast adaptation, works well during course changing. The suitability for course
keeping is less obvious, since the Nomoto on which the reference model is based,

does not accomodate the external disturbances and may become too sensitive with-
out the addition of separate filters. Van Amerongen (26) shows that, once such
filters have been introduced, the MRAS-autopilot works ve-y well.
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Self-Tuning Regulators (STR)

Self-Tuning Regulators (STR) are one of the most interesting developments in

" the adaptive control field of the recent years. Within this 
class, one finds many

different solutions of the proble as the result of different cobinations of too-

.. del structures, identification schemes and controller design, 
see stri~m (2, 28).

All STR-strategies are based on the Certainty Equivalenceprinciple, which

means that the optiml control law for the deterministic 
problem, with known

parameters, is used for the stochastic 
problem, while the unknown parameters 

are

replaced by their current estimates.

In the original approach the only objective was to minimize the variance of
the output of an ARMAtype stochastic system. Eq. (3.5) in section 3 represents
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such a single input - single output ARMA-system, with unknown but constant
parameters.

The method was subsequently extented (29) in order to minimize more general
cost functions, including also the systems input and a time dependent set point.
In this way the STR-function became two fold and could now also be used as a
servo-controller. Eq. (4.23) presents the formula of the extended one-step cost
function - see also eq. (3.1):

J = Ejl y(t + k) - w(t)]
2 
+ Xu

2
(t)l (4.23)

In our case, y(t) represents the deviation from the reference course, while w(t)
is the time dependent part of the course set point, which allows us to apply the
STR-strategy also to course changing. u(t) is the commanded rudder angle and X
is the weighting factor.

The adaptive control law is obtained by minimizing the variance of the
'generalized output variable" 4(t), which is given by the expression

ut) = y(t) + u(t - k) - w(t - k) (4.24)

60 is a gain factor and is the estimate of bo in eq. (3.5). 8o should be made a

function of the ship's forward speed, according to (20).
The minimization of the variance of 4(t) is accomplished by an online al-

gorithm, which is constituted by:
- recursive estimation of the parameters of a predictive model obtained by

taking into account the closed-loop behaviour of the system
- actuation of the "generalized output" minimum variance control law, which is
obtained by setting to zero the k-step-ahead predicted value of the generalized
output variable.

It can be easily verified that it is sufficient to predict only the component of
0(t) due to y(t) which is given by the linear model:

9(t) = 8_ . x(t - k) +-80 u(t - k) (4.25)

where 9(t) denotes the prediction of the output variable y(t) at time t,
while The unknown but constant parameter vector e is of the form:

OT= [a ... (In; 01,... 81; h; 1 = n + k - 1 (4.26)

and x(t) is a vector of measured past values of inputs, outputs and setpoints:

xT M = F-y(t). ... -y(t-n+1); ou(-1) .... ou(t-1); w(t); iJ (4.27)
The optimal control law, which minimizes the cost function (4.23) is given by

u(t) = - so +IA/0 eT . X(t)] (4.28)

The recursive least squares estimate of the parameter vector B is obtained by
a Kalman filter algorithm of the form:

6(t) = 6(t-1) + (t). ly(t) - 5T(t-l-(t-k) - So u(t-k)] (4.29)

K(t) P(t-1)x(t-k) / (n+x
T 

(t-k).P(t-1)-x(t-k)) (4.30)

P(t) I - ii - P(t-1) Itk) aT (t-k) P(t-1)
n I n+xT(t-k).P(t-1).x(t-k)J (4.31)

when i(t) denotes the 1.s. parameter estimate at time t.

We note that the estimation algorithm (4.29) to (4.31) can handle also time
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varying parameters with a constant drift, by means of the exponential forgetting
factor n which discounts old data according to the approximate formula:

=- ; 0 < n 5 1 (4.32)

where p is the number of sampled data points which are considered by the
estimation algorithm at every time instant.
The forgett~ng factor n is generally specified by the control designer as a
constant at the beginning of the estimation process, dependent of the parameter
drift, see (33). In case the drift is an (unknown) function of time, the forget-
ting factor n should be corrected periodically. The correction should be related
to the rate of change of estimated parameters in e.

In the recent years, many self-tuning autopilots have been proposed. Kgllstrtkn
and Astrm (20), (30),have successfully developed a minimum variance STR for
course keeping for three different tankers. The autopilot has been tested under
simulated conditions as well as during full scale experiments. A self-tuning auto-
pilot for course changing has been simulated by Mort and Linkens (31). The ship
under study was a Mariner-class cargo ship.

Two simulation studies on self-tu ing control of a supertanker in full-loaded
and ballast conditions and of a 2nd generation containership have been carried out
by Brink and Tiano (32), (33). The simulation included a large number of course
keeping and course changing experiments under stationary as well as non-stationary
conditions.

The autopilot described in (33) utilizes the same STR algorithm for the two
steering modes. During course keeping the course set-point w(t) in cost function
(4.23) reduces to zero, while during course changing the rudder is not weighted,
i.e. X=0, and the transition from the initial course to the final desired one is
realized by following a prescribed time-varying course set-point.

A block diagram of this self-tuning autopilot is given in Figure 5.

F f d of S RUt pi

PON 'OR'.NGN

Figure 5 Simplified blockdiagrom of STR- autopilot



Generally the performance of all above mentioned autopilots has proven to
be quite satisfactory.

It can be shown, in fact, that the assumed one-step cost function (4.23) is
a good approximation of the continuous time cost function (3.1). Moreover these
autopilots can take into account the stochastic environment in which the ship
operates and, consequently, they can tune parameters in response to the non-sta-
tionary characteristics of the disturbances.

The price for the better behaviour of STR-autopilots with respect to other
adaptive strategies is a somewhat more complex algorithm, due to a larger number
of parameters to be estimated.
The stability and convergence characteristics of the algorithms have proven to
be rather good, in comparison with theoretical results.

By means of illustration, we present some results of t'ie simulation repor-
ted in (33) also in this paper - see section 6.

5. SIMULATION AS A TOOL IN THE AUTOPILOT DESIGN PROCESS

General aspects of simulation

Simulation is more and more accepted as an - in most cases - indeispensable
tool in research and development. The development of fast digital computer has
greatly contributed to this growth.

In this section, the role of simulation in design studies is discussed in
some detail, considering also those aspects which make that sometimes simulation
results do not come up to expectations.

A slightly modified version of the definition, given by Shannon in his book
"Systems simulation - the art and science" (34), says: Simulation is the process
of designing a model of a properly defined real system and conducting experiments
with this model for the purpose of

- understanding the behaviour of the system and/or
- evaluating various strategies for the operation of the system

This definition includes the design or "construction" of the model. Zeigler (35)
talks about "modelling and simulation". He distinguishes three elements, see
Figure 6, which are related by the two main activities, i.e. modelling and
simulation. Two other important activities are validation and verification: mo-
delling should be followed by validation of the model, while making a computer
simulation program requires verification of that program with respect to the model.

Although simulation does not inherently need to use a computer, we focus in
the context of this paper on simulation, using formal or mathematical models im-
plemented on a computer. Although the so-called simulators are a logical applica-

model validation I ( progrom verification I

Figure 6 : The basic elements and relations of
the simulation process
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tion of the simulation technique, they are not discussed. (Simulators are special-
ly of interest for "man-in-the-loop" problems).

The proper definition of the "real system" under study is important: System 1
in Figure 7 can be regarded as an autononous system in a certain environment,
while system 2 considers the same system 1 as a subsystem or internal part. The
relation between system 2 and 3 can be characterized in the same way.

The systems b~aaviour is des-
cribed primarily in the time
domain, assuming that we deal
with dynamic systems, which
functions can be described by
some type of differential
equations. There are a lot of
other characteristics, which
may be used to subdivide
systems into classes. Some of
these are: time-invariant vs.
time-varying, linear vs. non-

Systemn 2 linear, continuous vs. dis-
crete, etc.. Also the process,

which is described, can be
subdivided by its characteris-

system 3 tics, such as: deterministic
vs. stochastic, periodic vs.
non-periodic, stationary vs.
non-stationary.

The mathematical tools
differ significantly for the

Figure 7 : Systems and subsystems different simulation may very
well depend on the assumttions
made with respect to the above

mentioned characteristics; The designer will, in many cases, disregard certain as-
pects in order to make his problem more simple, with all possible consequences.

There are a lot more reasons which may lead to an unsuccessful simulation. In
a short article in Simulation (36), the authors list "The ten most frequent causes
of simulation analyses failure". They also indicate how they should be avoided.
Three important conditions which must be fulfilled are:

1) First of all, the simulation objectives should be clearly defined on the basis
of a detailed problem definition. The objectives should be realizable' In de-
fining the problem it is necessary to formulate the questions to be answered
by the simulation, like:
- what is to be learned about the system under study
- what decisions will be based on the results
- what must be the scope of the simulation in order to satisfy the objectives.

2) In case the (end) user of the simulation results is not the same as who carries
out the simulation, the (end) user should be actively participating in all
phases of the study.

3) Knowledge and experience should be available in
- project management
- modelling
- computer programming
- validation of the model: somebody must know how the real system will behave

to guide the modelling and judge the validity of the results.

If we consider the design process of an automatic ship control system and the role
of simulation in it, we may say that simulation should be an integrat d activity
of people, who know the physics of the process, the ins and ouEiofii ematic
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control and of people, who know how to make a flexible computer program and
how to set-up and execute an adequate simulation run programme.

The "heart" of the simulation process is the model. It should represent the
system in such a way, that the objectives can be achieved. The next section dis-
cusses the modellingrequirements in more detail.

Modell i ng requirements

Any model is always a simplified representation of the real system - model-
ling may therefore be characterized as the art of simplifying. The model should
be sufficiently detailed keeping in mind that the model itself is not the goal
it is the means to achieve the goal.

The availability of data, which are necessary to produce quantitative re-
sults is of the utmost importance. It may very well determine the degree in
which the model can be split up into details: the more details, the more data
have to be available.

Also the kind of data is important. If the real system exists, full scale
data are very welcome to validate the model. However, in the system design phase,
we have to rely on data from literatureor obtained from tests with scale models.
This makes that simulation results should always be interpreted with caution,
because there will always remain some degree of uncertainty.

The ship model. The simulation of a ship controlled by an autopilot distin-
guisFiesTour components, as illustrated in Figure 8: The autopilot itself, the
measuring devices, the environment, acting as disturbance on the ship, and the
ship. Small errors in the ship model will lead to bounded errors in the response
of the ship, due to the control system. On the other hand: insufficient knowlegde
of the process or a too simple model may easily lead to a control system which
underestimates the problem or which performance envelope is too narrow.

SMEASURINGI DISTUR

DEVICES BANCES

ref. CONTROL crtloI yse

varabes SYSTEM inputs PRCS tpf

DEVICES

Figure 8 Basic block diagram of simulation model

In many applications the model is set up too simple. The control engineer,
for example, likes to look upon the ship as a linear system. A ship, however, is
an inherently non-linear process. Linearization requires to assume a constant
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speed and allows only small deviations from the chosen equilibrium conditions.
A further simplification which is used often is to consider only a deterministic
ship model.

For some classes of problems the linearized model approach may yield useful
results, although an indefinite discrepancy will remain between the simulated
system and the real system. Upon the development of modern control strategies,
such as stochastic adaptive control, the process should be modelled even more
precisely, especially with respect to the stochastic aspects. The ship's para-
meters will always - to some extent - be uncertain and they will be time-varying!

It is emphasized that one should think of two ship models. One model will
be used for the actual development of the control algorithms (e.g the Nomoto-
model in the MRAS and the ARMA-model in the STR) and will probably be a simpli-
fied version to be used in the control system itself. The second model should
be as realistic as possible, including all non-linear aspects. It replaces the
real system and must be capable to detect any weaknesses in the control system
design.

The model of the disturbances. Also the model of the environment, which acts
as disturbance on the ship, needs careful examination. Wind and waves are stochas-
tic phenomena, characterized by their respective energy - density functions and
amplitude probability - density functions The environment may be stationary or
non-stationary. An example of a simulated non-stationary wind speed record is
presented in Figure 9.

104 MS( I.

Figure 9 Non -stationary wind gust signal

The simulation of the wave effects is much more difficult: one problem area
is the calculation of the basic linear ship response in regular waves (amplitude
and phase versus wave frequency) and subsequently the response in an irregular
wave train as a function of time. The second problem area is the simulation of
those time responses at varying ship speeds and angles-of-attack to the waves.
In other words: It should not only be possible to calculate the time response
for a chosen speed and wave angle-of-attack; it should also be possible to
change the ship's heading and to increase or decrease speed. At the same time the
wave spectrum should be adjustable to simulate the non-stationary character of
the sea.

The model of the measuring devices. In most cases it is sufficient, for a
proper model of the measurin devices, to implement an error model, characterized
by the appropriate energy - density and amplitude probability - density functions.
In many cases gaussian white noise is considered an adequate approximation of the
real situation. The measurement noise, together with the process noise, should be
taken into account in the design of the control system.

The model of the control system. In the design phase, the control system is
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also represented by a model, although parts of the model may be identical to the
real system, especially the software parts. In the design phase, however, the con-
trol software is usually written in a high-evel programning language and more or
less restricted to the basic control algorithms. Upon realisation, the software
is likely to be translated, while the operational software is added. During that
phase, simulation is as important as always for debugging, for system integration
tests and for establishing the performance envelope.

Mathematical model of ship and environment.

The equations of motion of a ship are six coupled non-linear differential
equations, with time-and frequency dependent coefficie.its. The equations of mo-
tions, based on Newton's second law, are

F=m(O+wxU), M= !w +i wx I (5.1)

and describe the ship motions in a ship-fixed co-ordinate system (x, y, z) with
origin in the ship's centre-of-gravity, relative to an earth-fixed co-ordinate
system (xo, YO, Z,), see Figure 2.

F, M are the net force and net moment vector, respectively, acting on the
ship;--U, ware the translational and angular velocity vector, respectively, of the
ship r;ilative to the water. m, I are the ship's mass and the matrix of moments
and products of inertia, respectibely. The ship's mass and inertia terms are
assumed constant, which means that the equations of motions refer to one particu-
lar loading condition and centre of gravity location.

The low frequency manoeuvring characteristics in the frequency range between
0-.3 rad/s (roughly) are usually described by a set of non-linear equations with
constant coefficients. For our purpose only the motions in the horizontal plane
(surge, sway and yaw) are relevant. The motions in wavea(frequencies above .3 rad/s)
can be described by linear equations, although the coefficients are frequency
dependent.

Low frequency manoeuvrin 9equations. The surge, sway and yaw equations of
motions are - in general terms - according to Newton's second law:

m(O - rv) = ZX = X0 0 + Xvr vr + X(U, B, r) + Xext

m(O + ru) EY = YQ 0 + Yt + Y(U, 8, r) + Yext (5.2)

Izz- EN = Nt t + Ng Q + N(U, 8, r) + Next

The right side of the equations include the hydrodynamic terms, such as the added
mass (X , Y ), added moment of inertia (N.) and cross-coupling terms (Xvr, YP NO)
the resstaAce or (viscous) drag terms (X, Y, N as non-linear functions of
U, 8, r, or u, v, r) and the external foces and moments (Xext , Yext' Next) For# example:

Xe XrdXX+X + (5.3):Xext  Xrud + Xprop + Xwind + Xwaves +

The components are due to the rudder (X ), due to propellor(s) or thruster(s)
X prop), the environment (Xwind, Xwaves)rygd any other possible external force (XI).

The non-linear contributions X, Y, N (U, 6, r) combine the effects of the
translational velocity U and angular velocity r. There are different ways to
split them up into components.

It is obvious that the well Known low frequency Nomoto-equation represents
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only a fraction of (5.2). The X- and Y-equation are neglected (i.e. U is assumed
constant and v = 0), and only the rudder moment is taken into account.
(5.4) showr the linearized moment equation:

Izz t = N tt + N(U. o, r) + Nrud = NfP + Nrr + N 66 (5.4)

The transfer function r (s) follows from (5.4):

(s) =_K -N6/Nr (5.5)

6 I+Ts  1 - ((Izz-Nt)/Nr)S

The gain factor K is the ratio between the rudder effectivity and the damping
in yaw, while the time constant is proportional to the virtual mass of the ship.

The extended Nomoto-model observes both the (linearized) Y and N-equations:
(5.2) then becomes

(-Y) i~-1 Ii= IV [r-m 1 +IY'
N ) j I Nv Yr Inl l  N6

1  
(5.6)

Elimination of 0 and v yields the tranfer function

r s K(1 + T3s)

(I+Tls)(I+T2s)

The gain factor K now includes also lateral motion terms:

K N6- Nv Yrv- , and in th, same way
N r- N~ v lr - mu] /'v

(m - Y%) N6 - NY 6  - m - Y (5.8)
YvN6 - NvY 6  Yv - NvY6/ N6

T and T2 cannot be written explicitly, unless some radical simplifications are
made:

(m- Y9 ) (Izz - Nt) - N9 Yp (m - YQ) (Izz N)

Nv(Y r - mU) - YvNr YvNr

and
(mT - YO)Nr + (Izz - Nt)Yv + N9 (Yr - mU) + YtN v

T1+T2  N(Y -MU)-YN (5.g)
NvYr -m)-Yvr

m -Y 9  Izz - Nt

-Yv -Nr

The approximations yield the time constants:
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Tj Izz N tN ad m - whee
TI  and T -,-2 where corresponds with the1 N 2-, T

r v

time constant T from (5.5) and T2 represents the influence of the ship's lateral
motion. Eq. (5.8) indicates that T2 and T3 are almost equal, which means that, in
fact, the lateral and yawing motion have been decoupled again. It also means that
the simplification cannot be allowed, in case quantitative results are to be ob-
tained.

Bech (37) has modified the linearized yawing motion by introducing a non-
linear term. In this way, also the yawing motions of directionally unstable ships
can be studied.

In spite of the advantages of using linear models, it is the authors opinion
that the assumption of the constant ship's speed is a constraint, which limits
the use of the model too much. The model should not only be used for the initial
design of the control system, but also to establish the performance envelope. In
that phase, the ship speed will certainly be varied to cover the whole range of
operational conditions. Also the environment of wind, waves and current will be
varied. Due to the environment the ship speed will change too. And last but not
least: When course changing manoeuvres are excented, the ship's speed will drop
during the turn. In (32) non-linear models of two large merchant ships have been
presented, which may serve as examples.

6. MOMENT ALLOCATION LOGIC

In this section it is proposed to use the knowledge about the hydrodynamic
characteristics of the rudder in the controlsystem by introducing a so-called
Moment Allocation Logic: This logic should translate a moment command into a
corresponding rudder angle command, in the same way as the Thrust Allocation Logic
distributes the force and moment commands among the thrusters of a dynamically
positioned vessel (38).

The existing autopilots do not calculate the required moment explicitly. They
calculate the rudder angle command right away. The drawback is that the influence
of the ship's speed must be taken into account by the autopilots overall gain
factor.

With the introduction of a Moment Allocation Logic (MAL) it is possible to
decouple the calculation of the required moment from the rudder characteristics:
At a given moment command, generated by the controller part of the autopilot, the
MAL calculates the rudder angle, which produces the required moment (as accurately
as possible). The calculated rudder angle command is then transmitted - as usual -
to the steering gear.

Figure 10 shows the autopilot set-up with the MAL. The additional advantage
of this set-up is that, at the summation-point, between the controller and the
MAL, any other known moment acting on the ship may be added in a feedforward loop.
These moments may be due to wind, velocity relative to the water, or due to bowth-
rusters, while it is assumed in this respect that the necessary data are available
or can be measured. The input to the MAt is the net moment to be exerted on the
ship in order to stay on course or to change coutr- in a prescribed way.

Rudder an le command
To ake the unction of the MAL more clear a simple example is given, using

the linear Nomoto-equation for the yawing motion; without disturbances:

(Izz - Nt) I - Nrr N66 m Nrud (6.1)
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Figure 10 : Basic autopilot set-up with moment
allocation logic

Nrud represents the moment, due to a rudder angle 6 generated by the steering gear
in response to the rudder command 6c . 6c corresponds with the moment command Nc,
according to:

AC = Nc Nc (6.2)

N a N/a6

Nc is calculated as a function of the course error, its derivative and/or
integral value, etc.. The rudder angle command 

6
c depends on Nc and on the rudder

characteristics (i.e. the rudder force as function of the rudder angle-of-attack).

The MAL should be able to calculate 
6
c. The method to be followed is illus-

trated below. First the general rudder equations are derived (see also Figure 11)

Rudder moment: Nrud
= 
- 1 * Yrud = - 1[LR cos 

6
v - DR sin 6v] (6.3)

Rudder lift force: LR 
= 

CL(6e) £ SR U
2
sr (6.4)

Rudder drag force: OR = CD(6e) - SR U
2
sr (6.5)

Figure 11 shows that 6 = 6e + 
6
v, 6v = tan

-' v - lr

Usr

lis the distance between the rudder and the ship's centre-of-gravity.
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D; 4 ogitudinal axis

Figure 11 : Rudder - speeds, angles and forces

CL = rudder lift coefficient, function of 
6
e (rudder angle-of-attack)

CD - rudder drag coefficient, function of 6 e
p -density of (sea-)water

SR - rudder area

Usr = speed of rudder, relative to the water

Usr longitudinal component of Usr

Vsr v - Ir = lateral component of Usr

6 = geometric rudder angle

6v = angle between Usr and positive 
x - axis

6e = effective rudder angle or rudder 
angle-of-attack

Now we can write:

N - SR CL(6e) cos 6v -C D (6e ) sin 6. U
2
sr (6.6)

2 rud 
-

=_ SRI CL(Ce) usr - CD(de)(v -r) J Usr

By putting Nrud = Nc, the effective rudder angle 
6
e can be calculated form (6.7).

provided that all relevant variables are known. The (geometric) rudder angle

command 
6
c follows from 

6
c = 

6
e + 6v = 3e + tan-Iv -r

Usr

At the same time the geometric maximum rudder angle should be taken into account.
First of all the ship's longitudinal and lateral speed relative to the 

water

should be known and secondly the rate-of-turn r. Because the longitudinal speed

of the rudder relative to the water, usr. depends on the slipstream of the propel-
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ler, we need also information about the developed thrust and wake fraction. Last
but not least, the geometric data and hydrodynamic characteristics of the rudder
should be available.

Determination of 6e and 6c is done in an iterative way. It may very well be

that some of the required data will not be available under practical circumstan-ces, resulting in an approximative calculation. If, for example, only the ship's

speed, U, is measured, we have the following expression:

Nrud = - 1 aS R IcL(e)J U (6.)

The rudder angle command 6e is found by putting

Nrud = Nc-CL(e)&e 6 = 6c

For angles 
6
e c 200, the lift coefficient CL can usually be written as a linear

function of 6e : CL = CL$& 6e

This makes the relation between 
6
c and Nc even more simple:

Nrud e Nc R e (6.9)

and U
2  

• U, (6.10)
6c = 6e = N / - SR CL6. c I CN

(6.10) illustrates that - at a constant moment command N - the rudder angle
command 

6
c is automatically adjusted, when the ship spee changes. A further

check should make sure that 
6
c stays within the allowable range of rudder angles.

If a Kalman-filter is used to estimate v and r the filter outputs might be
used in the MAL.

Moment command. The control algorithms should be updated when introducing
the MAL. The conventional PID-algorithm, (4.7), specifies the rudder angle command
6
c, which can be written as follows:

6c = Kp Icp + ) Eo dt + Td (6.11)

0

The moment command Nc can be written as follows:

NC = KP1 I-0 + 1 t ,P (t 4 d (6.12)
0

Using (6.10), the relation between Kp and Kp
I 
is:

= K1 /N 6 U2  (b.13)Kp =Kp
I  CN8 U

(6.13) shows that, without MAL, Kp should be made a function of U-
2
. With

'4, MAt, Kp, can be kept constant, as far as the effect of the rudder is concerned.
Quite another problem is the variation of the ship parameters as function of
loading, trim and speed. Identification of the parameters and adaptation of Kp1
Ti, 

T
d will still be necessary to cope with those variations.

The HAL has not yet been used in the actual design of an autopilot. It is

planned to test the MAL first in a simulation design study of a STR-class auto-
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pilot. These tests will take place in the near tuturL

7. SIMULATION EXAMPLES

To give some idea of the performance of an adaptive autopilot, a few
simulation examples are presented in this section. The examples are part of the
work reported in (32) and (33): They show the relevant time - histories of the
behaviour of two merchant ships under control of a STR-class autopilot. The two
ships are a 220 m container-ship and a 315 m supertanker in two loading conditions.

Figures 12 and 13 illustrate the adaptive course keeping in non-stationary
conditions of the containership and of the supertanKer - in ballast. Figures 14
and 15 illustrate a number of course changing manoeuvres of the containership
and of the supertanker - fully laden.

The weather conditions are summarized in table 1. The non-stationary charac-
ter of wind and waves was simulated by an increase of both mean wind speed and
significant wave height during some time, followed by a decrease down again to
the original speed and height. Also the effect of speed-variations was simulated
by varying the set rpm, but only during course keeping. During course changing,
the weather and nominal rpm-setting were kept constant.

Table I Pun conditions

wind waves ship

task r-n mean sign, wave wane set ref.
monber man speed di rection height directio RPM corse

RT009 10.20-10 90 4-6-4 90 100 0
RATO10 10-20-10 150 4.4 I0 100 0

course keeping RATOI 10 30 4 30 1OD-70-100 0
in non-statonary
conditions RT8013 10 150 4 10 100-70-I0 0

RTF, RAT017 0 0 0 0 100 -30-30
RIF, RAT008 10 30 4 30 100 -30-30

course changing RAT019 10 90 4 90 100 -30-30

in stationary RTF, RAT020 10 10 4 10 100 -30-30
conditions RTF, RATO21 20 30 6 30 100 -30-30

(The direction of wind and waves is relative to the ship's longitudinal axis:
0 degrees - wind, waves on the stern; 180 degrees - wind, waves on the bow)

Course keeping

From the time histories of the input-output variables and of two estimated
parameters, it can be noted that the adaptive autopilot works very well during
all combinations of stationary and non-stationary weather conditions, as well
as when the ship's-speed is changed considerably.

Course changing

The course changing manoeuvres are characterized by the rate of turn, which
is preset by the operator. The preset rate of turn is different for the three
ships and all the runs were characterized by an initial parameter estimate equal
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to zero, i.e. by conditions of initial complete ignorance about the ships dynamics.
Nevertheless, it can be observed that the course changing manoeuvres are very
accurate in all different environmental conditions.
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Abstract

The problem of automatic steering control of a ship during course-keeping in
a seaway is addressed in terms of controllability and propulsion losses. The
steering performance of a 1,015-ft long tanker (250,000 dwt) under full load and
ballast conditions, under the action of steering controllers resulting from the
application of both linear-quadratic Gaussian (LQG) and classical control system
design techniques to minimization of a performance criterion commonly believed to
be representative of propulsion losses, is examined using time domain simulation
and frequency domain analysis techniques. The ship model used is based on
hyorodyanmic data deriving from captive scale model tests. The performance of
these controllers is also compared to that resulting from existing conventional
autopilots. On the basis of the results presented, the validity of a stochastic
approach to controller design in the environment afforded by the seaway is re-
examined and the implications for new autopilot design appropriate to this type
of ship discussed.

1. INTRODUCTION

For several years the U.S. Maritime Administration has been investigating
the means of improvement in the performance of modern ship types under automatic
steering control [I-S. In addition to the controllability of such ships, the
economics associated with ship operations have necessitated an examination of the
propulsion losses associated with the motion of an automatically steered ship in
a seaway. The problem of steering control of a very large crude carrier (VLCC)
is particularly demanding due to the inherent dynamic Instability of the ship
when fully loaded. The advent of the microprocessor allows implementation of
rather sophisticated real-time control algorithms, and there have been several
recently proposed autopilot designs for commerical shipping employing these e.g.
L6-8]. This paper presents results obtained during an ongoing research effort
sponsored by the U.S. Maritime Administration which is directed specifically to
identification and minimization of propulsion losses related to ship steering.
The steering performance of a 1085 ft long tanker (250,000 dwt) in a seaway under
full load and ballast conditions, under the action of steering controllers
resulting from the application of both Linear-Quadratic-Gaussian (LQG) and
classical control system design techniques to minimization of a performance
criterion commonly believed to be representative of propulsion losses, is
examined using time domain simulation and frequency domain analysis techniques.
The performance of these controllers is also compared to that resulting from
existing conventional autopilots.
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Much of the recent research effort into automatic ship steering control has
been directed to attempted minimization of propulsion losses related to steering
by adaptive controllers based on stochastic, model reference, heuristic, and

self-optimalizing techniques [6-12]. Astrom [13], however, recently demonstrated
the use of linear quadratic regulator techniques in this problem. By this means
he showed substantial simplification of the implementation of an adaptive
autopilot design could be made. In that work [13], however, a fairly simple
model of the ship and seaway disturbances was used which, although enabling
considerable insight into the system dynamics, did not allow determination of the
resulting propulsion losses from application of the linear regulator design.
This paper specifically extends the recent results of Astrom [13] in LQG design
of ship steering controllers by examining the sensitivity of controllers designed
to a common form of quadratic performance criterion to seaway disturbances, and
by assessing the effect of variation of the relative weightings in the criterion
on the resulting system performance. The ship model used is based on
hydrodynamic data deriving from captive scale model tests [14]. The system model
has not taken account of the small signal nonlinearities of the "two-loop"
steering gear common on many such ships [5,15]. It is, however, strictly
applicable to the "single-loop" steering system alternative also in use [5,16].
The results relate to open-seas, steady-state course-Keeping in deep water. On

the basis of the results presented, the validity of a stochastic approach to
controller design in the environment afforded by the seaway is re-examined and
the implications for new autopilot design appropriate to this type of ship
discussed.

2. SYSTEM DYNAMICS

2.1 Ship Dynamics

The principal characteristics of the VLCC in both full-load and ballast

conditions is shown in Table I. Figure I shows the coordinate system used to
define ship motions. Longitudinal and transverse horizontal axes of the ship are
represented by the x- and y-axes with origin fixed at the center of gravity. By
reference to these body axes, the equations of moti)n of the ship in the
horizontal plane can be written in the form

Iz P = N (yaw)

m(V + ur) = Y (sway) (1)

m(Q- vr) = X (surge)

where m is the ship's mass and Iz its Inertia about the yaw axis and where N, Y,
and X represent total hydrodynamic terms generated by ship motions, rudder, and
propeller [14]. In studying the basic steered motion of a surface ship, pitch

and heave motions can be neglected [17]. 'For full form, low speed vessels such

is tankers, roll effects on steering and vice-versa are .generally small and can
usually be neglected in steering performance analysis [14].

The formulation of these equations is well known [7-19]. Since it has been
shown that, while nonlinear effects are necessary for prediction of ship motions
in maneuvers, linear treatment is effective for prediction of lateral ship

motions in waves during-course-keeping [17], the second and higher order
hydrodynamic terms are not Included in the model used in the analysis of course-
keeping controllers. The coefficients used in this wofk are based on captive

scale model test results [14]. The perturbation equations of the ship about an
operating point in the lateral plane in waves may then be written in a state-
space vector form-
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Table I Principal Particulars: 250,000 DWT Tanker

Length between Perpendiculars:--1085 ft.
Beam ------------------------ 170 ft.
Depth ----------------------- 84 ft.
Draft ----------------------- 65 ft., 5 3/4 in. (full load)
Displacement ------------- 285,944 tons (full load)

Full Load Condition Ballast Condition
in Deep Water in Deep Water

Length Beam Ratio, L/B 6.380 6.380
Beam Draft Ratio, B/H 2.600 5.460
Block Coefficient. CB 0.830 0.757
Rudder Area Ratio. AR 0.019 0.030
Trim, TRIM4 0.000 0.009

BrRudder Angle
u esSurge Velocity
v aSway Velocity

Figure~~~ 1~o ShpCorinttSse
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Table 2 System Matrices for 250,000 DWT Tanker at 15 Knots

Full Load:

F 1300-1 -08639 X 1041
A = 0:309 x10 -0:4314 l0

FO737 x o1 01.272 x 10-7 0 -201B = [-07. 04592 x 10-3 0=F0  0.36,51 K10-1 0]Lo aj

Open-Loop Eigenvalues
(includes effect of rudder servo-dynamics):

0, -0.06020, 0.00400, -0.3333

Ballast:

FO.2019 x l0' -0.1199 x 10+2
A= L.3679 x 10" -0.3996 l0

"

[~:~a6 0-3 -0.221 K 0~ -0:Z10 x 10-10

0

Open-Loop Eigenvalues
(includes effect of rudder servo-dynamics):

0, -0.05328, -0.0069, -0.333

=AX + Bu + DW (2)

where X is the state vector (vr,*)
T
, u the control vector, and W the disturbance

vector (YDND,O) , where Y and refer to the external disturbances produced by
the seaway. For the 250,OBO DWT anker at an operating speed of 15 knots in the
fully loaded condition the system matrices of Eq. (2) are as shown in Table 2.
The system matrices for the ship in ballast at the same speed are shown also in
Table 2. An examination of the dynamics shows that the ship is open-loop
unstable fully-loaded and stable in ballast, as Is indicated by the eigenvalues
shown also in Table 2.

The surge equation may be written to Include the effects of hydrodynamic
forces, propeller force, and external forces which also result in propulsion
losses, as [14)

(M - C4) 0 = C0 u2 + (m + C1 ) vr + C2 v2

+ C3 U2 
62 + X p + Xextern (3)
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where C4 is the derivative of hydrodynamic force component in the x-axis
(longitudinal axis) direction with respect to surge acceleration; 0 is the surge
acLueleration; U is ship's speed; C. is drag coefficient; C1 is second derivative
of hydrodynamic force component in x-axis direction with respect to sideslip
(sway) velocity and yaw angular velocity; C2 is second derivative of hydrodynamic
force component in x-axis direction with respect to sideslip velocity; C is
second derivative of hydrodynamic force component in x-axis direction with
respect to rudder angle; and where X is propeller thrust and Xextern external
forces acting in the x-direction. 

e

For the small excursions from steady advance considered, the coupled
yaw/sway equations describing the linear hull dynamics may be considered to be
decoupled from the surge equation which contains only second order terms in yaw
rate, sway velocity, and rudder angle. Equation (1) in yaw and sway describes
the dynamics to an input of rudder angle or external disturbances. The resulting
sway velocity and yaw rate, along with rudder angle can be considered as inputs
to the surge equation for purposes of steering analysis. With the further
assumptions of constant thrust deduction factor and wake fraction [20), the surge
force related to steering is

AX = (m + C1) vr + C2v + C3 U
2 

62 (4)

This may be used to determine the propulsion losses related to steering in both
calm water and waves [21). The nonlinear force coefficients used derive from
captive model tests [14].

2.2 Steering Gear Dynamics

The steering system is an electrohydraulic servomechanism driving a
hydraulic pump which discharges oil to a hydraulic actuator which in turn rotates
the rudder through a tiller arrangement [6). In general, there are small signal
nonlinearities in the servo driving the pump and large signal nonlinearities in
the pump itself L6,22). For purposes of linear system analysis, the small signal
nonlinearities may be neglected [223. Linear operation of the pump is also a
reasonable assumption during normal course-keeping operation of the ship [6,7] if
good control is exercised. The validity of this assumption may be checked in a
poseiori performance evaluation of the system. On this basis, the steering
gear ynmics can be represented by

6/6 c 1 a TriST()
where 6 is rudder angle, 6c is rudder command and r is the time constant of the

system equal to 3 seconds.

2.3 Seaway Dynamics

The model of the seaway environment encountered by the ship is based on
observed data for Beaufort 8, i.e. fresh gale, conditions [23] fitted to the
International Ship Structure Congress (ISSC) seaway energy spectrum £24] given by

e-691/(T 4)
4 544

G = (172.8 H)/(Ts W )] e (6)

"4 where Hs and Ts are, respectively, observed significant wave height and period
and where G (w) is the spectral density ordinate defined such that the mean
square valuicof wave amplitude in a frequency interval 4w is

1/2 a
2 (.) = Gtg(w) Aw (7)
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Beaufort 8 conditions may be reasonably considered the maximum weather conditions
under which running cost considerations are of importance. The relative speed
and direction of the ship to the waves causes a shift in the frequencies of the
encountered waves. In terms of wave circular frequency w, the encounter
frequency we is

We = w - '2 U (cos 8)/g (8)

where 8 is the ship's heading relative to the wave direction [25]. The resultant
sea spectra encountered by the ship at its cruise speed of 15 knots in these
conditions transformed from the spectra of Eq. (8) as a function of encounter
frequency for various encounter angles are shown in Fig. 2. An encounter
angle 8 = 00 represents following seas, 8 = 1800 head seas [25]. From the form
of Eq. (8), it say be seen that wo (w) is not unimodal and results In negative
values for some range of wave frequencies for 0 < 6 < 90, i.e. following to beam
seas. This is reflected in the form of the transformed spectra of Fig. 2a, where
the spectra for negative frequencies have been folded onto the positive axis, as
is necessitated by the logarithmic abscissa of the figures. The spectrum for any
encounter angle is continuous through zero frequency. There are fairly sharp
resonances in the spectra for seas aft of the beam around 0.3 to 0.6 radians per
second, but otherwise the magnitudes are lower than for those energy spectra for
seas forward of the beam. As is shown in Fig. 2b for beam seas (B = 90*), the
projection of the speed of the ship along the wave direction of propagation is
equal to zero and the original spectrum is obtained. The greatest seaway energy
occurs around 0.6 radians per second. For seas forward of the beam, (B > SO°),
the spectrum is shifted towards the high frequencies and slightly attenuated.

The disturbances to the ship/steering system resulting fros the seaway
excitation may be approximated by integration of wave pressure on the local
sections along the longitudinal axis of the ship's hull on the basis of the
Froude-Kriloff theory [25). The sway force and yaw moment exerted by a component
wave on the ship may be computed by numerical integration [6] to achieve a
representation of the disturbance to the ship which is a function of wavelength,
wave amplitude, wave direction (relative to the nominal ship heading), the hull
section parameters and time [6]. This formulation is primarily directed to time-
domain simulation studies, due to the difficulty of a closed-form analytical
solution to the evaluation of steering performance in the seaway [6]. A
frequency domain representation of the disturbances, however, is also possible.
Figures 3 and 4 show magnitude and phase cf yaw moment/wave amplitude and sway
force/wave amplitude, respectively, as a function of wave frequency for following
through bow seaway encountt- angles (a 

= 
S0, 45, 60, 90, 120, and 150 degrees),

for the full-load conditior, Figures 3 and 4 may be used in conjunction with the
shifted seaway energy spectra of Fig. 2 to determine the frequency range of
seaway disturbances suffered by the system. The ballast disturbance/wave
amplitude characteristics are similar [26].

3. PERFORMANCE UNDER CONVENTIONAL AUTOPILOT CONTROL

3.1 The Conventional Autopilot

In conventional steering systems the automatic steering system control loop
is closed through the gyrocompass and autopilot. The measured heading signal
from the gyrocompass is compared with the desired heading and the error is input
to the controller. Typically the controller output drives the rudder servo
through interface equipment as described in [6,22]. Traditionally the steering
system has been treated as essentially a one-input (heading command), one-output
(ship heading as measured by gyrocompass), unity gain feedback system controlled
by a fixed-structure control system [22]. The standard form of such autopilots
is based on proportional-plus-integral-plus derivative (PID) control, in an
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analog computer implementation [6]. No provision for automatic adaptivity of the
controller to speed, load, or seaway exists. Instead, it relies on adjustment of
the controller parameters by the operator [5,27]. but the design in many cases
precedes the modern generation of ships.

An autopilot comnonly found aboard merchant ships [5,27] has the following
characteristics. The control law may be described by:

6
c = K1[K2 (1 + (TlS/(l + T2s) 2 ) 

+ (1/(-3s))] (9)

where 6 is the ordered rudder angle, the heading error, and where the gains
are determined by operator interaction in the following manner:

(1) "Weather adjust* gain

11/3 within "weather adjust" zone
I 11 outside "weather adjust" zone

The weather adjust zone is continuously variable from 0.3 to 5.0 degrees
heading error (panel is marked "0" to "5).
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(2) "Rudder multiplier" gain

K2 = I to 3, continuously adjustable (panel control)

The time constants T1, Tr, t are preset from a range of possible discrete values
for the specific shi, with the exception that T1 may be reduced by a "Rate
multiplier" control by a factor of 2 by operator action.

The basis for controller action at specified operational conditions, then,
is determined by specification by the operator of "Weather adjust" zone width,
"Rudder multiplier," and "Rate multiplier." The use of integral control is
optional. It is used for correction of steady-state errors resulting from system
asymmetric or bias effects [22]. By proper selection of the effective integral
control time constant, the dynamic characteristics of the controller are largely
unaffected. For the purpose of this analysis, which addresses dynamic effects,
no consideration is given to integral control effects. The effects of
gyrocompass dynamics and kinematics [6,7] are also neglected.

3.2 Sensitivity Analysis

A qualitative examination of steering performance of the ship in a seaway
can be made using frequency domain analysis techniques [28]. This method offers
considerable insight into the problem, since the bandwidths of interest for the
controllers in different conditions may be established using the seaway energy
spectra of Fig. 2 and the seaway disturbances to wave amplitude frequency
responses shown in Figs. 3 and 4. These may be related to frequency domain
representations of system performance to disturbances. Conventional autopilot
performance for the ship in the fully loaded condition is discussed on this basis
first, followed by an examination of its performance as evaluated by time domain
simulation studies.

Figures 2 through 4 allow a determination of the frequency range of seaway
disturbances to which the ship is subjected. From these it may be inferred that
the seaway disturbances on this ship under the conditions examined exhibit
bandwidths from 0.35 to 1.00 radians per second for beam seas, 0.4 to 1.0 radians
per second for seas forward of the beam and -1.0 to 0.4 radians per second for
following/quartering seas. The performance of the conventional autopilot may be
assessed in terms of controllability and added resistance. The settings for the
controller time constants correspond to those found on similar ship types and are
representative of large tanker settings. The effect of operator control of
weather adjust zone, rudder multiplier gain, and rate multiplier is examined by
analyzing three different setting conditions ranging from low to high bandwidth
control (i.e. "slack" to "tight" attempted heading control). These are
designated as controllers CVI', CV2 and CV3, respectively. In terms of the
parameters of Eq. (g), these correspond to the following controller settings:

K1K2  T1(secs) r2(secs)

A CVl' 0.33 75 15
CV2 1.0 100 15
CV3 2.0 150 15

System sensitivity to seaway disturbances is examined by consideration of
yaw moment [28]. The closed-loop yaw deviation (i.e. heading error) to yaw
moment is shown in the magnitude-frequency response of Fig. 5 for each
controller. The high bandwidth controller CV3 appears to offer attenuation of
low frequency disturbances while suffering from a resonance around 0.07 radians
per second. The low bandwidth controller CV1' suffers apparent degradation in
performance at the low frequencies. Under the conditions being examined,
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controller CV2 is probably the best choice for controllability. It is very

probable, however, that the operator would select control settings represented by
controller CV3, in an effort to improve the ship's heading performance by
increased bandwidth (5,27]. Further, although it is not the subject of this

paper, the range of controls available to the operator is such that the
ship/steering system can lose directional stability in either the low or high

gain control ranges. The settings simulated in this study have been carefully
selected to ensure closed-loop stability of the control system. The operator has
no such knowledge available to him, and relies on trial and error from
examination of the resulting heading error displayed to him on the ship's bridge
L5,27].

It is possible to assess the sensitivity of adde9 resistance due to steering
from Eq. (4). Neglecting the term in (sway velocity) , which may be shown to be
generally small relative to the other two terms of Eq. (4), the added resistance
may be expressed in normalized form as

a = -X" vt + 62 (10)

where 2Ah r " = - [(in + C1)/C3U
2) (11)

The spectral density of the normalized total added resistance (Eq. (10;) to yaw
moment spectral density is shown in Fig. 6 [27]. An analysis of Fig. 6, in

conjunction with the seaway disturbance frequency information of Figs. 2 and 3,
enables a qualitative evaluation to be made of the relative efficiency of the
controllers in terms of energy losses. The phase of the frequency response of
Fig. 6 is important in addition to its magnitude in determination of losses due

to yaw/sway [25]. It may be shown that the ship suffers an increase in added
resistance due to yaw/sway at all but high frequencies [27]. kile controllers

CVl' and CV3 appear to perform worse, overall, in terms of yaw/sway added
resistance suffered by the ship, than controller CV2, no controller is able to
effect a reduction in the added resistance of the uncontrolled ship. All
controllers, however, in fact result in an increased penalty in added resistance
due to their respective resulting induced rudder drag in attempted attenuation of
heading error (27]. In terms of net added resistance controller CV2 appears to

result in the lowest overall penalty. Controller CVI' pays a penalty for its
reduced controllability performance, which results in greater yaw/sway activity

L27].

3.3 Time Domain Simulation Studies

A quantitative evaluation of performance is provided by digital eime-domain
simulation techniques [6,7]. A Beaufort 8 seaway representation is effected by
driving the seaway disturbances of sway force and yaw moment by an irregular
seaway model composed of the summation of 25 discrete components of the energy
spectrum of Eqs. (6) and (7) randomly mixed. The irregular seaway model is
obtained by using random phase angles, from a uniform distribution between

-w and n for each wave component of the discretized spectrum [6]. The
integration of the state equations of the system (Eq. (2)) is accomplished using
a fourth order form of Runge-Kutta numerical integration method. The large-scale
nonlinearity of the steering pump saturation [6], is modeled in the simulation.

Simulation studies show that one run of the program for the equivalent of 2,000
seconds of real time with an arbitrary set of initial random phase angles
achieves an adequate representation of steady-state performance in an irregular
seaway.

The qualitative frequency domain analyses are essentially borne out by the

time-domain simulation results of Table 3 and Fig. 7. The steady-state
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Table 3 Steering Performance of Conventional Autopilot
250 000 DWT Tanker: Full Load, 15 Knots, Beaufort 8

Encounter Sway Velocity Yaw Rate Yaw Rudder Rudder Mean Added Resistance (lb)

Angle (deg) (ft/s) (deg/s) (deg) Angle (deg) Rate (deg/s) Yaw/Sway Sway
2 

Rudder Total

CVl1

30 0.12 0.03 1.27 0.42 0.01 910 70 60 1,040
45 0.16 0.05 0.83 0.26 0.01 1,130 120 20 1,280
60 0.28 0.07 0.59 0.18 0.01 3,270 360 10 3,650
90 0.58 0.05 3.00 0.93 0.01 17,640 1,510 300 19,460

120 0.29 0.05 3.44 1.07 0.01 5,850 310 400 6,640

CV2

30 0.08 0.03 0.15 0.34 0.04 340 30 40 410
45 0.15 0.05 0.16 0.29 0.05 30 110 30 1,070
60 0.28 0.06 0.16 0.19 0.06 3,190 350 10 3,560
90 0.54 0.04 0.32 0.65 0.03 14,770 1,320 150 16,240
120 0.18 0.05 0.38 0.81 0.04 2,100 140 230 2,480

CV3

30 0.09 0.03 0.13 1.12 0.12 400 30 430 870
45 0.15 0.05 0.14 0.95 0.15 990 110 320 1,420
60 0.28 0.07 0.15 0.54 0.16 3,270 360 100 3,680

J 90 0.54 0.04 0.17 1.40 0.11 14,740 1,320 690 16,750
120 0.17 0.05 0.22 2.12 0.15 2,190 140 1,560 3,900



performance of the ship/steering system for each of the controllers resulting
from simulation studies is presented for the full-load condition at 15 knots in
Table 3. R.M.S. motion of the ship in sway velocity, yaw rate, and yaw
deviation, R.M.S. values of rudder angle and rudder rate, and the components of
mean added resistance due to steering are shown for relative seaway directions
progressing from following (s = 30 degrees) through bow (a = 120 degrees) seas.
Figure 7 shows a comparison of the resulting added resistance suffered by the
ship/steering controllers as a function of encounter angle. It may be seen that
controller CV2 results in the lowest added resistance. The low bandwidth
controller CVl, due to its resulting increased yaw, results in greater net
losses than does the high bandwidth controller CV3. Over the limited number of
conditions examined by time-domain simulation studies the maximum net loss found
occurs at 90 degrees encounter angle, and amounts to some 4.3 percent of normal
full power [27]. The form of the sensitivity responses (Fig. 6) indicates,
however, that a potentially greater loss than this can result from control
settings corresponding to controllers CVI and CV3 at some seaway encounter
angles not considered in simulation studies.

These results, in addition to evaluating the performance of a conventional

autopilot, also demonstrate the operator's difficulty in setting the autopilot

for purposes of either controllability or propulsion economy, whatever his
intent. The result of automatic steering control by the conventional autopilot
examined is, in general, to increase the net propulsion losses related to
yawing/swaying and steering control actions [27]. This is due mainly to the
increased rudder induced drag resulting from controller actions. There appears

to be little basis for the conventional autopilot to be set to minimize energy
losses by the operator. The need for a steering controller designed to a

performance criterion representative nf steering related propulsion losses, with
adaptivity to speed, load or seaway changes seem, on the basis of the results
presented, would appear to be well established.

4. LINEAR QUADRATIC FORMULATION

4.1 Performance Criterion

The accepted requirements for the steeiing control system are that it should
guarantee stability over a wide range of operating conditions and provide good
controllability while minimizing propulsion losses related to steering during
course-keeping. There is less than universal agreement among researchers on
specification of a performance criterion applicable to open-seas steering control
[11-13,20,21,29-35]. A form of criterion based on an approximation for added
resistance per unit distance due to steering by Norrbin [20] has been used by
several researchers including Astrom [13,36], and it is used as a basis for
controller design in this paper. It is given by

j = lim F I T [T 2 2 (12)
ff [A * + a]1 dt (2

T - II

The value of A determines the relative penalties placed on yaw deviations and
rudder angle. Based on an approximation for added resistance par unit distance
due to steering [6,7,21], values of X may be calculated from the nonlinear force
coefficients of Eq. (4), which are dependent on ship speed and loading and
which are also dependent on the desired system bandwidth [6,7,21]. Values
of x may be chosen which penalize yaw deviations to a greater or lesser amount.

The values of A corresponding to each case for the 250,000 OWT tanker are shown
in Table 4 for a ship speed of 15 knots for the full-load and ballast
conditons. These compare with the value of X = 10 for a tanker used by Astrom
[36] based on the work of Norrbin [20].
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Table 4 LQG Controller Characteristics

Full Load:

LOG Weighting Coefficient. Feedback Gain u* -KXk kr k

1 29.5 -0.16 100.40 5.43
3 7.4 -0.15 65.81 2.72

Closed Loop System Eigenvalues:

L(JG Eigenvalues

-0.03898, -0.03748
+ j 0.01855

3 -0.05704, -0.01988

+ j 0.014217

Ballast:

LG Weighting Coefficient, Feedback Gain u* =-KX
kv  kr k V

2 15.8 -0.03 61.45 3.96
4 3.9 -0.03 38.74 1.99

Closed-Loop System Eigenvalues:

LQG Eigenvalues

2 -0.02680, -0.04892 + j 0.03618

4 -0.03651, -0.03267 T j 0.01706

4.2 Regulator Design

With the linear nodel of the ship (Eq. (2)), controllers to minimize the
performance criterion of Eq. (12) at each operating condition defined may be
designed using optimal quadratic regulator techniques [26]. If it is initially
assumed that perfect knowledge of the states of the system is available, and with
the further assumption of white process noise, as used in [13], the optimal LQG
controllers, i.e. which minimize the expected value of the criterion of Eq. (12),
are identical to the deterministic controller [37]. The conditions for a unique
solution are well known [37]. The relative weighting penalty, resulting control
laws, and <'osed-loop system eigenvalues are shown in Table 4. The study
concerns a dynamic analysis only of the steering problem in waves. In general,
an integral cohtro) term would also be used to account for static or slowly-
varying disturbances or modeling discrepancies [25] in the design implementation
of the regulator. It may be seen that the gains applied to sway velocity, v, in
all of the controllers are small and of opposite sign to the other state feedback
gains.
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4.3 Linear Regulator Perfonnance

The resulting controllers were subjected to sensitivity and simulation
studies to determine their relative performance in controllability and propulsion
economy, assuming, as in their design, perfect knowledge of the system states
[26]. The results for full-load and ballast conditions are summarized in Figs. 8
through 11 and Table 5. They show that the LQG controllers designed to the lower
weighting penalties on yaw deviation enjoy a clear advantage over those designed
to the higher yaw penalties in overall performance in both loading conditions.
Excellent controllability is afforded by either of the controllers at each of the
loading conditions. In providing this control, however, LQG1 (full-load) and
LQG2 (ballast) exhibit considerably higher rudder angles and rates than do,
respectively, LQG3 and LQG4. While this increased rudder action is apparently
unable to reduce yaw/sway added resistance of the ship, it does result in
increased rudder induced drag, as was also predicted by the frequency domain
analysis [26]. In terms of overall performance, steering gear wear is also a
consideration [22]. Examination of rudder rate, which is an direct measure of
pump stroke [6], shows consistently greater steering gear activity resulting from
use of the higher yaw penalty controllers. Very few instances of pump-stroke
saturation are evidenced by the simulation studies, justifying the linear model
used for the steering gear (Eq. (5)) for frequency domain analyses purposes, and
also indicating good controller design in terms of controllability.

In the full-load condition, the net effect of the higher yaw penalty
controller is to result in a mean added resistance due to steering of some 5.52
percent of noral full power in beam seas [26J. The lower yaw penalty
controller, LQG3, affords a net reduction in losses under these conditons of 0.75
percent of full power. The losses due to steering in the ballast condition are
not as great, especially in beam seas where the losses resulting from the higher
penalty controller, LQG2, amount to 1.96 percent of full power (S = 60
degrees). The lower penalty controller LQG4 results in a net savings of 0.79
percent of full power under these conditons with no degradation in yaw
performance (Table 5).

A comparison of the performance of these linear regulators for the full-load
condition, however, with the performance of the conventional autopilot under the
same conditons (Table 3), shows the former to be outperformed by the latter in
almost all cases simulated. An examination of the results shows that it is the
much higher R.M.S. rudder angle and resulting induced rudder drag of the LQG
controllers which results in the poorer propulsion efficiency of these
controllers while achieving little improvement, in general, in controllability
(i.e. yaw deviation performance) over, for example, conventional controller
settings corresponding to CV2 or CV3. The LQG controllers designed on the basis
of a white noise disturbance environment pass frequencies higher than necessary
in the actual seaway disturbance environment, causing higher rudder activity than
desirable for minimization of added resistance. This effect may be attempted to
be alleviated by the introduction of a Kalman filter to the system [13].

4.4 Kalman Filter Design

Initial linear regulator design [26] was conducted with the assumption of
perfect state knowledge. The system states may be classified into those which
are normally measured and those which are not. Measurements of sway velocity are

fnormally not available on merchant ships. The system, however, is completely
observable from the yaw deviation signal (measured from the gyrocompass). It is
therefore possible to obtain estimates of all states using a Kalman filter or
stochastic observer. Astrom [13] has demonstrated the design of a simple Kalman
filter for LQG control on the basis of white seaway disturbance noise, where the
filter gain increases with increasing sea state. In [12] a higher order
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Table 5 Steering Performance of "Perfect" Linear Regulators
250,000 DWT Tanker, 15 Knots, Beaufort 8

Encounter Sway Rudder Rudder Mean Added Resistance (lbf)

Angle Velocity Yaw Rate Yaw Angle Rate 2
(Deg) (ft/s) (Deg/s) (deg) (Deg) (Oeg/s) Yaw/Sway Sway Rudder Total

Full Load
LOG No.1:

30 0.09 0.03 0.11 2.53 0.83 460 30 2200 2690

45 0.16 0.05 0.14 3.93 1.35 1230 110 5290 6630

60 0.28 0.07 0.16 5.26 1.67 3810 360 9500 13670

90 0.55 0.05 0.09 4.79 1.85 15940 1360 7870 25160

120 0.17 0.05 0.10 2.59 1.40 2150 130 2310 4590

LOG No. 3:

0 30 0.09 0.03 0.13 1.68 0.54 410 30 970 1410

45 0.16 0.05 0.14 2.63 0.97 1140 110 2370 3620

60 0.28 0.07 0.16 3.62 1.40 3650 360 4510 8520

90 0.55 0.04 0.11 3.73 1.69 15640 1350 4770 21750

120 0.17 0.05 0.14 1.87 1.09 2090 130 1210 3430

Ballast

30 0.13 0.05 0.17 2.44 0.80 460 160 1530 2150

45 0.25 0.09 0.25 3.85 1.35 1170 270 3560 5000

60 0.46 0.13 0.30 4.95 1.65 2520 670 5790 8970

90 0.94 0.02 0.04 1.31 0.80 3790 2460 580 6840

120 0.26 0.08 0.17 2.32 1.36 1480 290 1450 3220

LOG No. 4
30 0.14 0.05 0.18 1.49 0.49 400 160 680 1240

45 0.25 0.08 0.26 2.36 0.88 1040 270 1440 2750

60 0.46 0.13 0.31 3.07 1.29 2360 670 2330 5350

90 0.94 0.02 0.05 1.01 0.62 3710 2460 420 6590

120 0.26 0.08 0.21 1.50 0.94 1420 290 720 2430



disturbance model was apparently used to include coloring in the seaway
disturbance model in an adaptive control implementation.

Astrom [13] has argued for the modeling of the seaway disturbances as white
noise in linear regulator and Kalman filter design on the basis of the low pass
nature of a tanker. At the same time the acknowledgment that such a model did
not describe low encounter frequency disturbance such as might be experienced by
a tanker in following seas was made [13]. Since it has been shown that the bulk
of the propulsion losses occur in beam seas for the tanker at its cruise speed in
Beaufort 8 conditons at both full-load and ballast, Kalman filters were designed
on this basis, i.e. with the assumption of white process noise. The fundamental
intent in the use of such a Kalman filter design cascaded with the linear
regulators of Section 4.2 was to remove high frequency disturbances from the
controller. The problem of measurement noise is considered, for the purpose of
the present analysis, to be a different issue. Its form does, of course, impact
the filter design in no less a manner than process noise, as has been
demonstrated by Sugimoto and Kojima [9]. For purposes of this analysis, however,
the measurement noise is assumed to be white as has also been assumed by Astrom
[13,36].

Based on the seaway amplitude and disturbance models of Section 2 and as
shown in Figs. 2 through 4, the sway force and yaw moment spectra relevent to the
ship in the full load condition at cruise speed in Beaufort 8 conditions at a 90
degree seaway encounter angle are shown in Figs. 12 and 13, respectively. The
RMS values were used as the white noise spectra density approximations to t se
disturb4nces for the filter design--0.751 x 10 lb - second and 0.754 x 10
(lb-ft) -second, respectively, for sway fofge a~d yaw moment. The corfgsponding
val es for the ballast case are 0.288 x 10 lb -second and 0.162 x 10

U  
(lb-

ft) -second, respectively. Steady-state Kalman gains were computed on the basis
of the continuous model of the ship/steering system of Section 2 (Eqs. (2) and
(5)) with the assumption of a heading measurement from the gyrocompass with an
RMS measurement error of 0.25 degree.

With the system represented in the form

i' = A'X' , B'u + Dw (13)

where V is the add~nded state vector (to include the effect of rudder
dynamics) (v,r,9,6) , u = 6c,

A' ..... ] (14)

and

B' = , (15)

then the combined estimator/controller equations are
A A A
X = A' X + C[z - HX] + B'u (16)

u(t) = -K X (t) (17)
and

z HX + V AAAA T (18)

where: is the estimated state vector (v,r, *,6)
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C is the Kalman gain matrix -C,C2,C3,C43
T ,

z is the gyrocompass measurement, and

H = [0 0 1 0], the measurement matrix, and v is gyrocompass measurement
noise. With the assumptions stated above and use of the linear regulator laws of
Section 4.2 (Table 4), then, by the separation theorem [37] , the resulting
controllers will minimize the expected value of Eq. [12] for each of the
different values of weighting coefficient x (Table 4). The steady-state Kalman
gains computed from solution of the continuous form of the resulting Riccati
equation [37] for the full-load and ballast cases were:

Full Load

CT = [-45.108, 0.077, 0.394, 0]

Ballast

CT = [-83.027, 0.043, 0.292, 0]

Notice, as pointed out by Parsons and Cuong [38) who have used a similar design
process for the different problem of path control in shallow water, that the
filter does nothing to improve the existing estimate of rudder angle . This is
because its response to the commanded rudder angle 6 known (Eq. 5). This
obviates the need for measurement of rudder in any ohline filter implementation
other than for the very important function of failure detection.

4.5 Combined Kalman Filter and Linear Regulator Performance

The estimator/controller equations (Eqs. (16)-(18)) were included in the
time-domain simulation to replace the controller equations of Section 4.2 (Table
4) based on the assumption of perfect state knowledge. To obtain a direct
comparison of performance between the combined Kalman filter/linear regulator
design and the "perfect" linear regulator design, both based on the assumption of
white process noise, no measurement noise was included in the gyrocompass
measurement of yaw in this particular study. In justification of this, the
purpose of the study was to test the validity of the assumption of white process
noise in the LQG formulation of the problem, and to measure the ability of the
filter to reduce the high frequency disturbances to the controller in the actual
seaway environment in any event.

The results of these Kalman filter/linear regulator studies, using the
steady-state Kalman gains of Section 4.4 for full-load and ballast conditions
both with the higher and lower values of yaw penalty coefficient A as shown in
Table 4, are summarized in Table 6 and Figs. 14 through 17. The following
designations are used in definition of the various LQG controllers:

Kalman filter/LR

Weighting Coefficient Controller Designation

ALU

Full Load: f29.5 5
1 7.4 7

Ballast: 515.8 6
t3.9 8

It is apparent that, as in the case of "perfect" LR studies, the lower bandwidth
LQG controllers, LQG7 and LQG8 in general outperform those designed to the higher
yaw penalty coefficient, LQG5 and LQG6, in terms of net added resistance (Table 6
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Table 6 Steering Performance of LQG Controllers 5-8:
250,000 DWT Tanker, 15 Knots, Beaufort 8

Encounter Mean Added Resistance (lbf)

Angle (Deg) Yaw (Deg) Yaw/Sway Sway
2  

Rudder Total

Full Load

LQG No. 5
30 0.10 470 2980 40 3490
45 0.19 1440 4950 130 6510
60 0.16 3750 3410 380 7540
90 0.15 14620 1110 1330 17060
120 0.07 1720 300 120 2150

LQG No. 7
30 0.10 400 1630 30 2070
45 0.21 1330 3120 120 4580
60 0.16 3670 2280 380 6330
90 0.22 14720 780 1330 16840
120 0.08 1740 170 120 2040

Ballast

LOG No. 6
30 0.14 440 1280 170 1890
45 0.28 1250 2190 300 3750
60 0.27 2580 1540 700 4820
90 0.08 3420 270 2470 6160
120 0.12 1060 260 270 1590

LQG No. 8
30 0.16 390 750 170 1310
45 0.30 1150 1280 290 2720
60 0.28 2500 950 700 4150
90 0.10 3460 260 2480 6190
120 0.12 1080 220 270 1580

and Fig. 17). Controllability afforded by all controllers (Fig. 14 and Table 6)
is very good. The higher yaw penalty controllers show only slight improvement
over those designed to the lower yaw penalty in yaw control. It also seems
fairly apparent that no controller is able to substantially affect the basic
yaw/sway components of added resistance of the ship (Fig. 15 and Table 6). The
issue seems to become, then, in terms of propulsion efficiency almost that of
which controller can maintain control of the ship with the minimum amount of
rudder, as is demonstrated by Fig. 16, which shows a comparison of rudder induced
drag resulting from the various controllers.

Stability is virtually assured from linear regulator-based controllers
designed to the performance criterion of Eq. (12) [37]. Due to the inherent
instability with the resulting conditional closed-loop stability of the tanker at
full-load (Table 2) [39] operator setting of conventional autopilot control
parameters is somewhat risky. LQG controller design therefore seems attractive,
at first sight, for this type of ship. A comparison, however, of the performance
of these combined Kalman filter/linear regulators controllers with that of the
"perfect" linear regulator controllers and with that of the conventional
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autopilot is rather instructive. Examination of Table 5 (LQG controllers 1-4)
and Table 6 (LQG controllers 5-8) shows that the addition of the Kalman filter
has substantially reduced the losses of the fully-loaded ship in beam seas (e.g.
the losses from the "perfect" LR controller LQG3 have been reduced from 21,750
pounds force mean added resistance, corresponding to a propulsion loss of some
4.77 percent of normal full power, to 16,840 pounds force-3.69 percent loss, by
the corresponding LQG controller with Kalman filter using only heading
measurement LQG7. The overall performance improvements in other conditions are
not very substantial, however, and propulsion performance is actually degraded by
the addition of the filter in following/quartering seas.

These results demonstrate, as also indicated by the representations of
seaway disturbances in Figs. 12 and 13, that the assumption of white noise for
the seaway disturbance is not valid in beam seas, at least. There is no doubt,
however, that the Kalman filter, albeit designed on the basis of an apparently
rather weak assumption, was successful in effecting a substantial reduction in
rudder activity in beam seas, and did also bring about a slight reduction in the
yaw/sway components of added resistance. To further examine the filter's effect
on system performance, Figs. 18 through 20 present plots of the ship states and
estimated ship states, resulting from simulation studies of controller LQG7
(full-load, low yaw coefficient penalty combined Kalman filter/linear regulator
design) for a 90 degree encounter angle. The reasons for the reduction in RMS
rudder angle are apparent. The relatively high frequency motions of the
automatically controlled ship result from the relatively high gains necessry to
stabilize the inherently unstable hull in the full-load condition. It is worth
noting also that with a controller designed to the performance criterion of
Eq. (12), sway velocity remains largely unaffected by choice of controller. In
contrast to these results, the filter was seen to overestimate the controlled
ship states in following/quartering seas.

Examination of the performance of the conventional autopilot (Table 3)
shows, however, that any of these LQG controllers are outperformed by controllers
CV2 and CV3 almost across the board in terms of propulsion efficiency at full-
load, with following/quartering seas presenting, apparently, particular
difficulty to the LG controllers. To determine what, if any, improvement in
performance of LQG controllers could be achieved by modeling of the seaway
disturbances by exponentially correlated noise rather than white noise [37], a
Kalman filter was designed on the basis of the relevant sway force and yaw moment
approximations to the 90 degree encounter angle disturbance spectra of Figs. 12
and 13 of for the full-load case. With only a yaw deviation measurement the
seaway disturbances are not fully observable, and no attempt was made in this
study to include the disturbance states in the control law, as was done, for
example, in L38J. Simulation studies were conducted to assess the performance of
LQG controllers designed on this basis. The control laws used were identical to
those defined in Section 4.2 and used in the other studies. The intent was
simply to determine if this modeling of the seaway disturbances in the Kalman
filter design would result in better controller performance. The resulting
steady-state Kalman gains used in the simulations in determination of the state
vector V (Eq. (16)) based on a heading measurement with the same assumed noise
statistics were:

Full Load

C
T 
= [-14.035, 0.017, 0.182,03

The reduction in the Kalman gains from those derived on the basis of white
process noise approximations (Section 4.4) is apparent.
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The resulting performance of the combined full-load amended Kalmnan
filter/linear regulator designed to the lower yaw penalty (Table 4), designated
LQGII, for the ship in the full-load condition with, as before, no heading
measurement noise present is summarized in Table 7. The corresponding full-load
LQG controllers with which it can be compared are LQG3 designed on the basis of
white noise disturbances and perfect state knowledge, and LQG7 designed on the
basis of white noise disturbances and imperfect yaw measurement. The performance
of these controllers for the fully-loaded ship is summarized in Tables 5 and 6,

respectively. Controller LQGI shows an across-the-board improvement in added
resistance performance over controllers LQG3 and LQG7. Yaw deviation performance
is comparable.

The results provide further proof, however, that the yaw/sway components of
added resistance, the major cause of propulsion losses in beam seas, remain
almost unaffected by choice of controller. The results also provide apparent
proof of the superior performance of Kalman filters designed on the basis of

exponentially correlated noise rather than white noise as an approximation for
the actual seaway disturbances for all seaway directions, and most particularly
for following/quartering seas. Comparison of these results with those for the
conventional autopilot under the same conditions (Table 3) shows, however, that
controller LQGII cannot, in general, match the overall performance of the

conventional autopilot with settings corresponding to CV2 or CV3.

4.6 Fixed-Structure Controller Design and Performance

While the apparent failure of LQG controllers to outperform a conventional
autopilot, on the basis of these results, seems clear, the difficulties
associated with the latter are acknowledged. Operator setting of control
paramters which, in general, have little relation to the proper specification of
these for either controllability or propulsion efficiency serves to underline the
unsatisfactory nature of such autopilots. This would appear to be especially
true of their use on VLCC's. This is not true, however, for designs based on
dynamic controllers in a limited state feedback implementation, where the

selection of controller parameters may be wholly adaptive [6,7] or by simple
operator selection of speed and load [6,7]. Such controllers, designed to a
performance crite ion similar to Eq. (12) have demonstrated their ability to
reduce propulsion losses and improve controllability on high-speed containerships

[7].

The design of such a controller for the ship under discussion in this paper
is discussed in [39]. To illustrate the apparent validity :f a system based on a
relatively simple dynamic lead/lag controller, designated LLI, optimized to the
performance criterion of Eq. (12) using the higher value of yaw penalty
coefficients in both full-load and ballast cases (Table 4) [39], the results of
two simulation studies for the fully-loaded ship are presented. The first study
compares the time-domain results of the ship controlled by the dynamic lead/lag
controller with those for the ship controlled by the best combined Kalman
filter/linear regulator, LQGlI, with no yaw measurement noise present. The
results for both controllers appear in Table 7. The lead/lag controller is seen
to outperform the LQG controller in terms of propulsion efficiency at all but the
120 degree encounter angle. Yaw deviation resulting from the use of either

controller is fairly comparable except at 120 degrees encounter angle, where
LQGIl shows better controllability and also uses less rudder. Otherwise,
controller LL1 uses the lesser rudder which accounts for its superior
performance. It is clear, from inspection of these results that sway velocity,
yaw rate, and the resulting yaw/sway components of added resistance are
unaffected by the choice of controller. The issue very clearly for this
particular type of ship seems to depend on controller bandwidth and cut-off
characteristics. In this respect, it is worth noting that the conventional
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Table 7 Steering Performance of Controllers LQG 11 and LL
250,000 DWT Tanker: Full Load, 15 Knots, Beaufort 8

Encounter Sway Rudder Rudder Mean Added Resistance (Ibf)
Angle Velocity Yaw Rate Yaw Angle Rate 2
(Deg) (ft/s) (Deg/s) (deg) (Deg) (Deg/s) Yaw/Sway Sway Rudder Total

LQG 11
0 30 0.09 0.03 0.10 0.90 0.25 250 30 280 560

45 0.16 0.05 0.23 1.72 0.35 1090 120 1040 2240
60 0.29 0.07 0.16 0.94 0.40 3290 360 300 3950
90 0.55 0.04 0.23 1.34 0.16 14810 1340 640 16800
120 0.17 0.05 0.08 0.39 0.12 1790 120 50 1970

LL
30 0.09 0.03 0.20 0.43 0.11 360 30 60 450
45 0.16 0.05 0.18 0.51 0.18 990 110 90 1180
60 0.28 0.07 0.17 0.52 0.22 3280 360 100 3730
90 0.55 0.04 0.43 0.58 0.12 14830 1330 120 16280

120 0.18 0.05 0.50 0.68 0.11 2120 140 160 2420



autopilot with its higher cut-off rate characteristics (Eq. (9)), slightly
outperforms the simple lead/lag controller, with the CV2 setting (Table 3).

The Kalman filter gains used in the simulation studies of the LQG
controllers were based on the assumption of Gaussian white heading measurement
noise of 0.25 degree RMS. It might therefore appear that the mismatch caused by
the absence of measurement noise in the simulations biased the results in favor
of the controllers designed on a more deterministic basis, or those stochastic
controllers designed and evaluated with the assumption of perfect state
knowledge. A simulation study was therefore conducted to determine the effect of
heading measurement noise of the above statistics on controllers LQGIl and LLI
for the fully-loaded ship. The results of this study are shown in Table 8. From
these it is clear that, though both controllers show degraded performance as
compared to the results obtained with the presence of no easurement noise (Table
7), the lead/lag controller show superior ability to filter the measurement noise

than does the Kalman filter. Figure 21 shows the yaw deviation measurement at 90
degree encounter angle for the LQGIl controlled ship at full-load. Figures 22
and 23 show, respectively, the Kalman filter's estimate of yaw and the yaw

performance of the controlled ship. The yaw deviation measurement and actual yaw
deviation resulting from controller LLI are shown in Figs. 24 and 25. The
effective bandwidth of the controllers is therefore a fundamental issue in
attenuation of both process and measurement noise. In this respect, it appears
that a properly designed limited state feedback controller with dynamics in the
feedback can be expected to perform better than LQG controllers based on Kalman
filter designs such as have been proposed in [12,13].

It has also been found by Kalistrom, et al. [12], that the addition of a
Kalman filter to a conventional PID controller improved system performance. To
determine the effects of such a scheme, the Kalman filter based on exponentially
correlated process noise was cascaded with the lead/lag controller LLI, and the

resulting performance evaluated for the fully-loaded ship in the presence of the
same measurement noise as simulated above. The steady-state performance of this
estimator/controller combination, designated KF/LL is summarized in Table 8.
While the results show that only marginal improvement in overall performance over
the simple lead/lag controller is achieved, they appear to offer further proof
that the LQG controllers presented are not optimal in minimization of added
resistance in the actual seaway environment.

5. implications for Autopilot Design

On the basis of the results presented in this paper, it appears that

socerir zontrollers based on limited state-feedback with dynamics in the
feedbac loop offer a viable alternative to conventional ship autopilots and LQG
controllers based on simplified disturbance noise assumptions [12,13] and
designed to the form of performance criterion of Eq. (12), for control of a large
tanker in a seaway. As such, the results raise significant questions as to the
validity or usefulness of such a stochastic approach to controller design in the

environment afforded by a relatively large, slow speed ship in a seaway.

For further improvements in added resistance performance using LQG
techniques, it would appear that an alternative form of criterion based on
Eq. (4) [25,27] should be tried as a basis for controller design. With
controllers designed to the criterion of Eq. (12), neither yaw rate nor sway
velocity are penalized, and the resulting added resistance components due to
these effects seem unaffected by controller design. It also seems that a more
adequate representation of seaway disturbances is required in the model used for
the state estimator than the simplified models which have been commonly used.
The work by Sugimoto and Kojimio [9] and Grimble, et al. [40], is indicative of
the kind of modeling of the seaway that may be necessary, but also may present
fairly severe problems in any attempted online implementation L28].
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Table 8 Effect of Measurement Noise on Steering Performance of Controllers LQG 11 and LL1

Encounter Sway Rudder Rudder Mean Added Resistance (lbf)
Angle Velocity Yaw Rate Yaw Angle Rate 2
(beg) (ft/s) (Deg/s) (deg) (Deg) (Deg/s) Yaw/Sway Sway Rudder Total

LQG 11 with measurement noise

30 0.09 0.03 0.13 2.14 0.55 330 30 1560 1920
45 0.16 0.05 0.23 2.36 0.59 1140 120 1940 3200
60 0.29 0.07 0.17 1.97 0.61 3320 360 1330 5020
90 0.55 0.04 0.25 2.53 0.54 14860 1340 2220 18410
120 0.17 0.05 0.11 2.01 0.51 1850 120 1380 3350

LL with measurement noise

30 0.08 0.03 0.20 0.87 0.91 260 30 260 550
60 0.29 0.07 0.21 0.95 0.89 3360 360 310 4040
90 0.56 0.04 0.75 1.32 0.92 15300 1370 620 17290

120 0.17 0.05 0.19 0.81 0.89 1810 120 230 2160

KF/LL1 with measurement noise

30 0.08 0.03 0.19 0.49 0.06 220 30 80 330
45 0.17 0.05 0.55 0.87 0.06 1200 120 270 1590
60 0.28 0.07 0.20 0.41 0.05 3220 360 60 3640
90 0.56 0.04 0.88 1.19 0.06 15500 1390 500 17390

120 0.17 0.05 0.14 0.42 0.05 1820 120 60 2000
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The results presented are significantly different from those obtained from
examination of the steering performance of a containership [25]. They suggest
that the basic dynamics of the VLCC steering problem, which include a relatively
low rudder area-to-hull cross sectional area ratio, large ship inertia, and
relatively low ship speed resulting in relatively high wave encounter
frequencies, may well work against any further attempt to reduce the hull inertia
added resistance in a seaway by improved controller design. The controller
design problem in that case simplifies to that of minimum bandwidth design to
meet certain performance requirements [41], which in the case of a VLCC at full-
load, include stability. The results presented here and in [26,39] give further
weight to this proposition. They also indicate that no adaptivity to seaway
encounter angle seem necessary for the case of the control of a large tanker.
This is not the case for high-speed ships such as, for example, containerships
[7,25,42]. Given the increasingly well defined data base for the hydrodynamic
characteristics of such ships [14] the use of a relatively simple steering
controller implementation based on "a priori" optimization of classical PID
controller parameters at design conditions seems well justified for the
particular type of hull examined. It seems particularly applicable to tankers
since, typically, there are only two loading conditions and one operational speed
during open-seas ccurse-keeping.

Several recent steering controller designs have the potential to provide
online identification of system dynamics with reduced knowledge of either ship or
seaway parameters [9,11-13]. Any attempt, however, to minimize added resistance
by online minimization of the form of performance criterion of Eq. (12) in an
adaptive controller scheme would seem to present serious difficulties in the case
of the ship examined. Figure 26 shows the relationship between the approximate
criterion J (Eq. (14)) scaled to pounds force as estimated online by the LQG
controllers 5 and 7 (full-load) and 6 and 8 (ballast) i.e. the linear regulators
cascaded with Kalman filters based on white noise, and encounter angle for ship
speed of 15 knots in Beaufort 8 conditions. The curves bear little resemblance
to those already presented in Fig. 17 for the same cases showing the actual mean
added resistance based on Eq. (4). Online minimization of an index based on the

Q 3-31



expected value of Eq. (4) with the system states estimated on the basis of a
white noise disturbance Kalman filter design does not appear to have the
potential to minimize the actual added resistance either, as may be seen from the
curves of -X of Fig. 27. These results give further support to the use of a
relatively simple controller based on "a priori" optimization for this type of
ship.
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THE USE OF SIMULATION IN THE ANALYSIS OF SHIP STEERING
CHARACTERISTICS USING COMBINED ANALOGUE AND DIGITAL

TECHNIQUES INVOLVING AUTO-PILOT, SHIP AND ENVIRONMENTAL DISTURBANCE

by W H P Canner M.Sc(Wales) C.Eng. M.IERE,
C C Fung B.Sc, J T O'Neill B.Sc and C J Daniel B.Sc

Department of Maritime Studies

University of Wales Institute of science and Technology
Cardiff, United Kingdom

ABSTRACT

The purpose of the paper is two-fold, but is mainly aimed at presenting the
results of a laboratory analysis into the steering characteristics exhibited by
three different vessels under autopilot control resulting from changing autopilot
parameters and sea state conditions.

Essentially the paper is in two parts. The first deals with the design of the
mathematical models of an autopilot and a ship. Both models have been realised in
hardware, as portable desk top units suited for demonstration and teaching, and are
coupled together. Both have built in variable parameters which can be adjusted to
change the dynamic behaviour of the ship and the dynamic response of the autopilot.
A random input of sea spectrum signals has been made available to simulate changes
in environmental conditions.

Secondly, the paper will examine the rClaticnship between the autopilot

settings and ship behaviour by analogue and digital simulation. Results are
correlated and compared. The shortcomings and inadequacy of the models will be
discussed.

1. MATHEMATICAL MODELLING OF SHIP AND AUTOPILOT AS PORTABLE DESK TOP UNITS

1.1 The Ship - Mathematics

The availability of a mathematical model to describe the accurate behaviour
of a ship is important for design purposes, for laboratory simulation and for
testing of ancilliary equipment. The dynamic characteristics of a vessel may be
described frcm a set of equations which are complex and cannot be readily used in
basic form for control engineering. Essentially the ship is described as a
system having only two inputs and two outputs, i.e. thrust power and rudder angle,
and, course and speed respectively.

7- .rP*-ua-rd 0A P ra,
.5-.,

Figure 1. Relating Ship Input and Output.
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The derivation of a ship's manoeuvring characteristics can be found from
literature by Abkowitz (1), Comstock (2), Nomoto (3), Bech (4) et al but it was
Nomoto (5) who derived a model relating the yaw angle as a function of rudder
angle and time. It is expressed as a second oraer differential equation as:-

"T + (Ti + T2 )' + ' = K(T3 4 + 6) Eqn. 1

where 6 = Rudder Angle 6 = Rudder Rate
= Yaw Angle = Yaw Rate

K, T, T2 and T3 are the parameters of the hydrodynamic characteristics of

the ship.

Expressed in the Laplace domain equation I can be written to relate yaw rate
to rudder angle as:-

K(1 + sT 3

-- Kl+ ..... Eqn. 2
6 (1 + T ) (1 + ,) (Yaw Rate Equation)

Similarly, in order to relate the yaw angle to the rudder angle the equation
say be written as:-

± K(1 + s T3

6 )(1- =s T ..... Eqn. 3
1S + s T sT 2 ) (Yaw Angle Equation)

The equations 2 and 3 are linear and assume (i) The ship is stable, (ii) The
speed is con;Lant during manoeuvres, and (iii) Rudder angle is lmited to + 5*.

Bech (4) modified Nomoto's equation to give:-

T1 T2 '+ (T i + T2 )+ KH() = K(T 3 + 6) ..... Eqn. 4

which lumped the main non-linearities into a single steering characteristic
H(;) = 6 which by definition is the rudder angle required to outbalance those
forces and moments acting upon the hull in a steady turn with rate ).

In general H(;) can be found by the reversed spiral test, or in cases of
dynamic stability by the Dieudonne spiral test. Abnormalities in steerinq
characteristics are reflected in abrupt and seemingly random variations in the
steering performance. An analysis, within the so called t'eudonne Loop, may
look as in figure 2.
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IK( + T3 S)

6 SI 2 '24i+ T2 )S + . d~i1... Eqn. 5

Notice that d (61*) will vary as a function of ;, and the ship will be

d--

increasing stable as ; increases.

Referring back to the linear Equation 2, relating rate of change of heading

to rudder angle for a stable ship, it is possible to see tl' significance of the

terms K, T11 T2 and T3 more clearly. T, and T are time constants :responsible for
2--.2 + ). ... .

atime lag in response to rudder demand. T 3is a lead term, created by thehepeed

of the vesel. K is the static gain. (~ is an integrating term which only

appears on the right hand side of the equation to relat yaw angle to rudder

angle as in equation 3.)

By ignoring T 3  in equation 2 we get-

K -... Eqn. 6
a (1 + TIS)1 + T 2 S)
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This is a 2nd order system with a general solution in the time domain of:-

t t

6(t) = C 1e I + Ce

where C I and C2 are integral constants depending upon initial motion.

Provided and -- are real and negative, the yaw rate decays with time following
1 T 2

a unit disturbance and the yaw angle will again be constant. The ship is stable
in this case. (Also, by integrating with the introduction of I to equation 6 we
obtain yaw angle as before.) 9

The responses of yaw and yaw angle are shown in figure 3 for a step, an
impulse, and a ramp input signal.

(a) Typical Input Signals (6)

t.

(b) Yaw Rate Output for T.F. (1 + sT)(I + ST2 )
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K(c) Yaw Angle Output for T.F. S[(i + ST1 ( + sT2)]

Figure 3. Responses of Ship Model for 2nd Order System.

In the case of non-linearity and unstable ships, ignoring T3 in the
numerator again, then equation 5 becomes:-

[TIT
2 

S
2 

+ (T
i 

+ T
2
)S + K. dH(w)]

and the condition necessary for T I to be real and negative is such that

(TI + T 2
) 2 ____

_____ dH(*) dll(*)
4 K TI T2  d()" Hence d-- is the stability index and is determined from the

steering characteristic.

By splitting equation 5 into two parts so that:-

K OK T3
6 2~ + .+ 2

S[TT S
2  

+ (Ti + T2 )S + K.dH(i)) [TIT 2 S + (Ti + T2)S + KdH(+)]

the S term in the numerator and denominator cancels so that the response may be
considered as a sum of two systems.
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In summary the significance Of the parameters are:-

(i) K - Static Gain, (ii) TI 2 - Time constants for time lag, (iii) OW -

Slope of Steering Characteristic, (iv) T - Lead time due to steering speed
of vessel.

1.1.1 The Ship Transfer Function Synthesis

Consider the following transfer function:-

V= K(bo + b I S)

v S2 3 ..... Eqn. 7

and let -0
V 2 3 ..... Eqn. 8

0
v0o vo0.

t,.n V- vO [K(bG + b s)]

and v- + S V , v , ..... ,..9

ience, by solving - 2 3
i aS + alS + a2S

v0 will become readily available.
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From equation 8,

vi I v 0  (aaS + aIS2 + a 2 S )

and, taking the highest derivitive

v 0 
a2 S3 . vi -a 0 S vo - aIS2 VoI

which is represented in the flow diagram illustrated below.

, 61 T

.. "1' a' s

Figure 4. Flow Diagram with Integrators to Solve

0 0 S + aiS2 + 2S3
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v0  and S v0  can be picked off and amplified by K, b0 and b, as in

equation 9 in order to give v0 '

0 1

v 0  K(b 0 + b| S)

Figure 5. T.F. Synthesis to give v0 -
v a0S + aIS+2 S3

K(1 + T3 S)

-- =dH2 T S ..... Eqn. 5
d () S + (T1 + T2 )S TT S

By comparing with equation 5 relating 41 to 6) Notice that b = I b = T3

a (TI + T2 ) a2 = TT2 a0 =

and a0 = 1 for stable and linear ships.

Practical problems in this initial design related to (i) offset, (ii) drift,
(iii) practical difficulties in setting parameters precisely, (iv) too many stages
resulting in increased problems of drift and offset.

As a result the series of ?I op. amp circuits involved were avoided and
" passive networks were introduced to perform the same transfer function using

integrated circuits which meant the exclusion of the unstable condition. The
completed circuit for the linear ship was built, and the parameters were set in at
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three switches for the time constants T1V T2 and T3, with an adjustment of

capacitor size. Forward gain, K, was adjusted between two stages with a variable
potentiometer. Yaw angle, and yaw rate were taken from two meters and rudder angle
fed in as a voltage derived from the autopilot demand signal. The front panel is
shown in figure 6.

4.3P#e&*i (D . P-& awA.

sO3 .-K(' A46a '

A C, , O

49 A ' A' *,, ar"1. VA is

Figure 6. Front Panel of Ship Simulator.

The range of values used were for three linear ship models, namely:-

A Mariner class vessel (4) K = 0.052 T, = 100 T 2 = 14.4 T3 = 25

B M.V. Atlantic Song (6) K = 0.115 T : 172.3 -2. 22.9 T 3 95.5

C M.T. Sea Splendour (6) K = 0.040 T= 155.6 T2  21.5 T3 = 31.9

These relate to the settings A, B, C but hybrid values can be obtained by an

interchange of switching position for any computation within the range of 27 with
any K values up to 10 (corresponding to 0.64 - 23.2) for each of the 27
selections.

1.2 The Automatic Pilot

The front panel of the simulator is shown in figure 7.
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where KR - Rudder Gain

KCR * Counter Rudder Gain

TCR - Counter Rudder Time Constant

TPH - Integral (permanent helm) Time Constant

Td - Damping Time Constant

The output is a function of the settings of the 5 parameters KR' KCR' TCR

TPH and TD . The circuit used contains the standard selectable parameters of

proportional, derivative and integral control common to most autopilots and the
simulator was based on the Decca DP 750 steering computer.

In fact the simulator contains four separate systems,

(i) the autopilot based on the transfer function marked on the front panel
with variable parameters.

(ii) Telemotor and Rudder simulation based on a closed loop mechanical
servomechanism using relay control techniques. Deadband width and
limit cycles are inherently associated with relay systems and
adjustable dead band width was included. Rate feedback was added as
an alternative demonstration feature.

(iii) Hand steering which can he used in place of the autopilot, and,
(iv) An external disturbance simulator to provide variable sea/wind

signals to the ship simulator.

Each unit can be used as a "stand alone" device or combined (with the ship
simulator) to form a complete steering loop. Measuring and recording equipment
is attached at output plug positions, and a built in voltmeter (calibrated in
both volts and degrees) can he used for connection to any part of the simulator as
a general purpose meter.

The control functions on the autopilot are as follows:

(a) Rudder Gain, (KR), which is a variable potentiometer calibrated from 0.3

to 3.3 in non linear intervals. This determines the absolute degree of
rudder command for every degree of steady state heading error. (E.g.
with gain control set to 1.0 the rudder moves I degree for one degree of
heading error.) Used to comply with loading and environmental changes.

(b) Counter Rudder Gain, (KCR), and Counter Rudder Time Constant (TcR). KCR

is a variable potentiometer calibrated from I to 10. TCR is a preset

switch of 6 settings from 3.5 to 28 secs.

(c) Permanent Helm (TPH) is adjusted to apply sufficient permanent rudder to
offset the drift caused by wind. The time constants available are from
100, 200, 400 and - seconds.

(d) Damping (TD). This imposes the time delay on rudder demand to allow for

recovery action to take place within the natural yawing motion so that
the steering gear is not subjected to repeated cycles of activity
unnecessarily. The range provided is from 0 to 3.0 seconds.
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Sea wave simulation was obtained by modelling around a typical wave height
spectra obtained from the North Atlantic. By choosing a filter with a transfer

function resembling the shape of the wave height spectrum and using white noise to
excite the filter a fairly realistic simulation can be achieved. Analogue filters
were used to prevent interface problems with the rest of the equipment. The
circuit consists of a pseudo random binary sequence (P.R.B.S.) generator and a
butterworth filter. By varying the amplitude of the PRBS controllable wave height
is obtained. The system is shown below:-

Af,.w AAr.oa.xw

Figure 8. Sea/Wind Disturbance Simulation.

2. ANALOGUE CLOSED LOOP SIMULATOR AND DIGITAL CHECK ON MATHEMATICAL MODELS

Analogue simulation was carried nut by connecting the simulators as shown

below. The output was recorded on an X-t recorder.

S'aan .

Figure 9. Closed Loop Connection of Simulator.
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A number of problems arose with the device, the first being the fact that
disturbance signals were fed back into the rudder input via the feed back line in
the absence of a buffer stage. Secondly the recording equipment was inadequate at
that time, and only one reading (yaw or rudder angle) could be recorded. Thirdly,
the ship model was unsatisfactory for unstable ships.

Software Digital Simulation, using a Hewlett-Packard 9820A desk computer, was
used with a graph plotter, and the accuracy of the transfer functions used for the
analogue mathematical models checked by computer programme to ensure their accuracy.
This was carried out by using a step response and comparing the analogue and
digital results together. To obtain a software computer programme the transfer
function was converted back to the time domain.

I ~ K(l + ST 3)The step response of an input K( to an equation, S( 5 + ST ) I + ST 2 will be

X(I + ST3)

V0 (S) = S 2 + T I) C + T S )

S 1+T1 S)I+T2

By partial fractions, this can be shown to he:-

B A+ a C D
s S 2 (1 + TIS) (1 + T2 )

and through inverse transforms,

t t

T I7 F

C 1I D T2
XC( =KA + Bt +-. "e + -2. e

1 w T1 3 - T1
2 
(T1 - T3) T2

2 
(T2 - T3)

A (I + T1 1(1 + T2 ) (TI - T2 )(I + T1 ) (T2 - T1 1 + T2 )

B 1

2 (T1 - T3 )
C T I  . (T 1 T2)

2 (T2 - T3 )
DinT 2  (T2 -T 1 )

'B my substituting the various values of K, TV T2 , and T3 the response of the

model can be found. The results were compared with the analogue graph and were
found to be identical.

The unstable ship model could now be simulated by the same technique using
the flow diagram in figure 10.
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Figure 10. Flow Diagram of Unstable Ship.

A step response and 200 zig-zag test was carried out. (A modified z test was
simulated which showed that if steering was ordered before the rate Cf change was
fully developed a less stable ship can be steered like a stable vessel.)

The autopilot model was similarly checked by computer programme, together
with the steering system and the sea/wind disturbance device. The software
programme was based on the flow diagram of figure 11 below.

Figure 11. Flow diagram for digital simulation of autopilot.
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The options open for both analogue and digital simulation are extensive, but
a useful study was thought to be a comparison between Bech's (4) and Koyama's (7)
autopilot design settings to reduce propulsion losses.

Bech (4) has advocated a flat wide closed-loop frequency response with high
steering activit to reduce hull losses whilst Koyama (7) has emphasized that even
if yawing is considerable the increase in hull resistance is minimum and
recoaends a low bandwidth controller with small rudder losses. For the three
vessels, Mariner Class, Atlantic Song and Sea Splendour, various values of KR, KCR,
and TCR were tri d in order to find the right settings to fit the two criteria and

it was concluded that under Bech's criterion the settings would be:

K K T
R  CR TCR

A Mariner Class Vessel 3 9 5
B M.V. Atlantic Song 1 9 5

C M.T. Sea Splendour 3 9 11

This was established by computer programme to provide the frequency response.
(TD and Tp, were ignored.)

For Koyama's design all three models need to take the lower limit of the
settings, i.e. KR = 0.5 K = 2 TCR = 28.

The Bode plote for Ship A is given in figure 12 and it can be seen from there
that the overall bandwidth is directly proportional to the rudder output - i.e. a
wide bandwidth also has a high rudder amplitude. Thus over a sea spectrum in a
range of say 0.4 to 1.2 rads/sec the steering -ystem will work hard (rudder
response is approximately 40 dB's) under Bech's criterion whilst under Koyama's
design the rudder has much less movement (response approximately 15 dB's) and the
hull movement is allowed to continue.

3. ANALOGUE AND DIGITAL SIMULATOR RESULTS

Figure 13 shows the course keeping qualities of the three linear ship models
under the two design criterion based on analogue simulation.

Figure 14 shows the high rudder activity to maintain this course under aech's
criteria for Ship B only. (Similar results occurred for Ships A and C.)

Figu~e 15 shows the effect of increasing the dead band width on the rudder
activity.

Figure 16 shows the effect of a 100 course change on Ship A. Under Beca's
criteria a 40* rudder swing occurred to produce the change whilst only 12' was
required in Koyanin's design although the response time was much quicker by Bech.

Figure 17 shows the course keeping performance of a non-linear ship when
disturbed. The rudder worked hard for Bech but the ship maintained its heading

4although offset. For Koyama, rudder activity was small and effected by the
steering system limit cycle and did much less work. The head drifted off however
in spite of the gradual increase in rudder offset angle but judging by the trend
it will probably restore the condition when the rudder angle is as large as Bech's
in the early stages.
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Figure 18 shows the effect of increasing the dead band width on course
keeping quality. The narrow deadeand of 0.5 in figure 1? showe in the rudder
limit cycle and this disappears when the deadhead is increased. It returns
sporadically In the Koyama model beyond 2.5* and resettles.

Finally, figure 19 shows the course changing performance of a non-linear ship
which is similar to the linear vessel. This was because auc1 a large demand
steered the vessel into the stable region.
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Figure 13. Closed-Loop Analogue Simulation of Autopilot/Ship System in Course-Keeping mode
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